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Abstract 
Fuzzy logic controller is one of the most prominent research fields to improve 
efficiency for process industries, which usually stick to the conventional proportional-
integral-derivative (PID) control. The paper proposes an improved version of the three-
term PID-like fuzzy logic controller by removing the necessity of having user-defined 
parameters in place for the algorithm to work. The resulting non-parametric three-term 
dissimilarity-based clustering fuzzy logic controller algorithm was shown to be very 
efficient and fast. The performance study was conducted by simulation on armature-
controlled and field-controller DC motors, for linguistic type and Takagi-Sugeno-Kang 
(TSK) models. Comparison of the created algorithm with fuzzy c-means algorithm 
resulted in improved accuracy, increased speed and enhanced robustness, with an 
especially high increase for the TSK type model. 
Keywords: Three-term controller, PID controller, fuzzy systems, fuzzy logic 
controller, clustering algorithms 

1. Introduction  
Fuzzy logic, as opposed to classical true-false digital logic, is based on the idea that 
variables may take values continuously from 0 to 1. Values in regular Boolean logic 
can be only true or false (1 or 0). Fuzzy logic allowed creating machine control 
systems that calculated solutions on a scale rather than discretely on or off. This way, 
a machine could express behaviors that are different from “do” and “not do”, such as 
“do a little”, “do moderately”, etc. In many cases this approach allowed to build 
effective systems that operated smoothly.  

Being applied in many industries, research on fuzzy logic controllers (FLCs) 
resulted in algorithms improving more and more over the years. The research is still 
ongoing, and mathematic tools have improved drastically since the advent of the fuzzy 
logic controller. We, specifically, are interested in the three-term version of it, which 
combines the benefits of the almost century-old PID (or proportional–integral–
derivative controller) with fuzzy logic. The regular PID controller algorithms are to 
this day the most widely used in process industries, such as chemicals, 
pharmaceuticals, petroleum, coal, plastics, etc. PID-like FLC, on the other hand, is on 
the rise, and every year research produces increasingly complex and useful 

UDC 004.838.2
Original Scientific Paper

10.31341/jios.45.1.12
     Open Access



268

JIOS, VOL. 45. NO. 1 (2021), PP. 267-286

NATSHEH DISSIMILARITY CLUSTERING ALGORITHM FOR... 

  

algorithms. One of the main benefits of the three-term controller is that it better 
emulates how humans think, therefore allowing staff with much less training in 
control to design a particular control system.  

Clustering algorithms are used to group objects into clusters with high similarity 
between objects in the same cluster, and low similarity between objects in different 
clusters. For the purpose of this study, the dissimilarity measure was chosen. 
Therefore, the former statement could be reformulated as follows: these algorithms 
will group objects into clusters with low dissimilarity between objects in the same 
cluster, and high between objects in different clusters. The problem is that predefined 
user parameters affect the clustering and could be detrimental to the performance of 
the FLC.  

The main objective of this paper is to derive a clustering algorithm that, without 
parameters defined by the user, would generate a rule-base for a proportional-integral-
derivative-like FLC. The numerical data will be clustered based on the dissimilarity 
of the object’s “position”.  

2. Literature Review 
A lot of work has been put into the research of the FLC since Mamdani and Assilian 
introduced the concept in [1]. They applied their novelty controller to a simulated 
model of an industrial plant – a steam engine. Resulting from their study was a ground-
breaking conclusion that fuzzy set theory is applicable and useful in the design of 
controllers. They proved that an unstructured set an efficient algorithm could be 
derived from an unstructured set of heuristics.  

Esposito et al. in [2] reviewed different dissimilarity measures for symbolic 
descriptions, including Boolean and probabilistic descriptions. They provide an 
overview and mathematical basis for different approaches in calculating the 
dissimilarity measure in multivariate data using ASSO (analysis system of symbolic 
official data) software. The DISS module of the ASSO software was used to obtain 
dissimilarity measure with different methods. The VDISS module was used “for the 
visualization of dissimilarities by means of two-dimensional scatterplots and line 
graphs”.  

Gowda and Diday in [3], [4] propose symbolic clustering using their new 
dissimilarity measure. It is “non-parametric, hierarchical and agglomerative in 
nature”, and therefore is invaluable for our current research. They selected the least 
dissimilar mutual pair of objects by finding the ones with the smallest possible 
increase in the sum of squared error.  

The paper [5] of Appice et al. proposed a symbolic objects’ classification 
(clustering) method SO-NN as an extension of the k-nearest neighbor method, as a 
lazy learning approach. Their research resulted in a conclusion that the SO-NN 
method was able to show adaptive behavior by approximating the symbolic object’s 
unknown class value locally, while the prediction accuracy remained high. They also 
were able to compare different measures for dissimilarity, for both Boolean and 
probabilistic symbolic objects. Finally, they suggest that by weighting each variable 
separately to compute the dissimilarity between objects, it is possible to significantly 
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improve the predictive capability of the proposed symbolic objects nearest neighbor 
algorithm as compared to the conventional k-nearest neighbor classification. 

Malerba et al. in [6] were able to compare different dissimilarity measures and 
obtained controversial results. First, they established that a comparative investigation 
has never been done on dissimilarity measures to check their performance on real data. 
Then, they conducted the study with a data set for which there was a defined expected 
property. Among seven dissimilarity measures only two were found to exhibit stable 
behavior when applied to a real data set with understandable properties. They 
concluded that more extensive experimentation is required in this case. 

Djamal Ziani proposed an improved algorithm Minset-Plus in [7]. This algorithm 
was used to select discrimination variables from a set of symbolic objects. They 
conducted experiments on both real and generated databases, and compared the 
discrimination power and discrimination by extent between the two algorithms. The 
obtained results indicated good cluster selection with strong discrimination for any 
types of data. 

In [8], El-sonbaty and Ismail suggested a modified fuzzy c-means algorithms for 
clustering of symbolic objects. They tested it on real and simulated data sets and 
compared the results with those that could be found in the literature. Their new 
algorithm was said to surmount almost all of the drawbacks that come with clustering 
symbolic data using hierarchical algorithms. It was achieved through representing the 
clustering of symbolic objects as an optimization problem, where the function was 
constrained by specific boundary conditions.  

Ng et al. in [9] looked into updating the k-modes categorical data clustering 
algorithm (which is the k-means algorithm that uses a matching dissimilarity measure, 
frequency-based method and clusters’ modes instead of means) by using a new 
dissimilarity measure. Their results suggest that their improved version of the k-
modes is more efficient in clustering categorical data sets, which is proved using both 
mathematical means and experimentation. In particular, they found that the 
convergence and clustering efficiency is better with the new dissimilarity measure.  

3. Non-parametric dissimilarity-based clustering for designing a FLC 
In our previous study [10], various clustering algorithms that could be used to design 
a PID-like FLC were discussed. These algorithms require the determination of some 
parameters that affect the number of clusters to be generated. In next subsections, an 
algorithm based on Gowda and Diday’s dissimilarity measure is proposed.  

3.1. Composite objects 

Successive merging lies at the heart of agglomerative clustering methods. Merging is 
the process of gathering together, on the basis of the similarity or dissimilarity 
measures, two samples and assigning them a same-cluster membership or a label for 
further clustering [3], [4]. For example, let A and B be two objects; Gowda and Diday 
proposed to compose these two objects by consideration their minimum interval 



270

JIOS, VOL. 45. NO. 1 (2021), PP. 267-286

NATSHEH DISSIMILARITY CLUSTERING ALGORITHM FOR... 

  

which include both A and B. Due to non-interval data, the composite object O resulting 
from the merging of A and B is proposed as: 
 
     O = mean (A, B)                  (1) 

3.2. Mutual pair  

The concept of mutual pair consists of two elements that are part of two different 
groups of data. One element or object of one group Xi and a second element or object 
of a second group Xj, which share the same boundary, may have the highest similarity 
or the lowest dissimilarity. If one of the two previous conditions occurs effectively, it 
means that it constitutes a mutual pair.  

The two concepts are not technically the same condition, but similar to the 
mathematical concept of limit, the two conditions must occur for mutual pair 
condition. 

The concept of mutual nearest neighborhood, introduced by Gowda and Krishna 
[11], [12], is not exclusive for computer sciences. Still, it applies in biology with the 
condition of two or more cells that are physically one side to another, sharing similar 
chemical and biological characteristics. In computer sciences, there are common 
characteristics such as learning, editing, condensed nearest-neighbor rule, desegregate 
clustering, and error correction. 

3.3. Dissimilarity and similarity measures  

The relative positions of two points, named A and B, can be analyzed from a 
dissimilarity and similarity, considering the similar characteristics of two points of 
differences. The dissimilarity, named as D, is represented mathematically as a 
difference between the points "A" and point "B." The dissimilarity is as follows: 

 
                                                    D (A, B) = ‖ A – B ‖                          (2) 
 
The symbol “‖” shows an inner product norm metric, according to the Euclidian 

norm. It could be rewritten using the square root of a sum, as-is: 

 (3) 
The dissimilarity (D) is inside the norm, between 0 and 1, using the following: 

(4) 
The calculation considers D's value for a specific position, and its transformation 

considers the maximum and minimum value of dissimilarity. 
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3.4. Dissimilarity measure-based algorithm (DMBA)  

The calculation of the dissimilarity measure-based algorithm (DMBA) can be 
developed in four steps, according to the following procedure [3], [4]: 
1. It is necessary to identify the system's different objects, using the letter X with 

the identification of the initial number of clusters N equal to number of objects. 
For example, X1, X2, …, XN. As was told previously, the number of clusters is a 
discrete value; and each cluster has a specific weight of 1. 

2. Calculate between the different points of the data the weighted dissimilarity Dw. 
The calculation considers the dissimilarity of a specific (Xi, Xj) object and the 
total amount of objects. The mathematical equation is the following: 

𝐷𝐷𝑤𝑤(𝑋𝑋𝑖𝑖, 𝑋𝑋𝑗𝑗) = 𝐷𝐷(𝑋𝑋𝑖𝑖, 𝑋𝑋𝑗𝑗). √
𝑛𝑛𝑖𝑖. 𝑛𝑛𝑗𝑗

𝑛𝑛𝑖𝑖 + 𝑛𝑛𝑗𝑗
 

(5) 
ni and nj represent the cluster weights for Xi and Xj, and the dissimilarity is given 
by D (Xi, Xj) that calculated using equation (3). The calculation provides a 
weighted measurement because the ratio is below a square root calculation. 
The number of clusters is reduced to 1. According to previous definitions, the 
pair of individuals is merged using a composite object using the lowest 
dissimilarity. 

3. Steps 2 must be repeated until the number of clusters is equal to 1. 
4. Calculate the cluster indicator (CI). The calculation considers three stages: “p”, 

“p+1” and “p-1”. The recommendation is to calculate the value of Rp for each 
stage and later determine the value of CI 
It is necessary to use the minimum dissimilarity for the current stage, the 
previous stage, and the forward stage in each stage. The higher this value, the 
more improper it is to merge the two objects of the mutual pair at this stage [3]. 
The use of a calculation loop is useful when there are a large number of clusters 
to calculate. The CI equation is the following: 

𝐶𝐶𝐶𝐶 =
𝑅𝑅𝑝𝑝

𝑅𝑅𝑝𝑝+1
 

(6) 
where 

𝑅𝑅𝑝𝑝 = 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚 at (𝑝𝑝)
𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚 at (𝑝𝑝 + 1) +  𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚 at (𝑝𝑝 − 1) 

(7) 

4. Developing the rule-base of the PID FLC using clustering algorithms 
Fuzzy system models basically fall into two categories [13]. The first category is 
linguistic models (LMs) that contains list of IF–THEN rules with vague predicates. 
The second category of fuzzy models called Takagi-Sugeno-Kang (TSK) method [14] 
where the rules have a fuzzy antecedent part and a functional consequent; essentially, 
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they are combination of fuzzy and non-fuzzy models. This section is a discussion of 
how both kinds of models can be applied in the design of a three-term FLC.  

4.1. Linguistic models as tools for three-term FLC representation 

Starting with the observed data pairs (ek, dek, sek, Uk) the clustering methods provide 
a collection of clusters and their centers (eCi, deCi, seCi, UCi). Each center can be viewed 
as a prototypical fuzzy point in the relationship between input and output, as shown 
in Figure 1.  

 
Figure 1: Three-dimensional data clustering for rule determination. 

It is proposed that the rules in the PID-like FLC rule-base are formed linguistically 
as follows: 
 
IF error is close to cluster i AND error-change is close to cluster i AND error-sum is 
close to cluster i, THEN control action is close to cluster i. 
 

                                             For i = 1 … C    (8) 
 

where C is the number of clusters. The cluster centers (eCi, deCi, seCi, UCi) of each 
fuzzy variable are considered to be the peaks of their membership functions. 

To achieve a systematic method of defining the membership functions of the 
antecedent fuzzy sets, the use of the Gaussian curve membership function is proposed: 

𝜇𝜇𝑖𝑖(𝑦𝑦) = 𝑒𝑒𝑒𝑒𝑒𝑒 (−(𝑦𝑦 − 𝑦𝑦𝑖𝑖
∗)2

2𝜎𝜎2 ) 

 (9) 
where y is the input vector, y*

i is the center of the cluster i, and  is the width of the 
cluster i. To compute the initial value of  for the clusters in the fuzzy variable X (e, 
de, se, and U), the following equation is proposed: 
 

𝜎𝜎 = Maximum point in 𝑋𝑋 − Minimum point in 𝑋𝑋
Number of clusters  

 (10) 
To refine the  value for each variable, the algorithm 1 is proposed. The use of a 

decrease_ratio of 0.7 and an increase_ratio of 1.05 is suggested. 
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Algorithm 1: optimizing  values 
Input: initial  value for each variable 
Output: optimized  value for each variable 
1 Use eq. (10) to get the initial  value to each variable; 
2 Initialize SSE (sum-squared error) to large value; 
3 For i=1 to maximum number of epochs to refine all  
4    If SSE < sse_goal, break, end if 
5     For j=1 to minimum no. of epochs to refinement one  
6         Run the experiment and get new_sse; 
7         If (new_sse  SSE) 
8             SSE = new_sse; 
9             Save ;  
10            =   increase_ratio; 
11       else 
12           =   decrease_ratio; 
13      end if 
14   end for 
15 end for 

4.2. Takagi-Sugeno-Kang models as tools for three-term FLC representation  

A definition of the TSK rules in the PID-like FLC rule-base is proposed as follows: 
 

IF error (y1) is close to cluster i AND error-change (y2) is close to cluster i AND error-
sum (y3) is close to cluster i, THEN control action is ai1y1 + ai2y2 + ai3y3 + ai4 

 
     For i = 1 … C                           (11) 

 
This subsection contains a description of Chiu’s method [15], [16] for fuzzy 

model identification. His method for fuzzy model identification from data is based on 
the use of a cluster estimation method to create the rules and their initial parameters 
and then on the application of optimization algorithms to tune these parameters. Chiu 
uses a recursive least squares estimation algorithm to optimize the fuzzy model. The 
issue with this algorithm is that it is iterative and slow. To optimize the fuzzy model, 
the use of a singular value decomposition method is proposed. This is a non-iterative 
algorithm capable of obtaining the parameter estimates very quickly and reliably. 

4.2.1. Fuzzy model identification  

Consider a set of C cluster centers {c1, c2, ..., cC} in an M dimensional space. Let the 
first N dimensions correspond to input variables and the last M-N dimensions 
correspond to output variables. Each vector ci is decomposed into two components y*

i 
and z*

i, where y*
i contains the first N elements of ci (i.e., the coordinates of the cluster 

center in input space) and z*
i contains the last M-N elements (i.e., the coordinates of 
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the cluster center in output space). Given an input vector y, the degree to which rule i 
is fulfilled is defined as [15], [16]: 
 

𝜏𝜏𝑖𝑖 = exp (−‖𝑦𝑦 − 𝑦𝑦𝑖𝑖
∗‖2) 

 (12) 
The output vector z can be computed via: 

 

𝑧𝑧 =
∑ 𝜏𝜏𝑖𝑖𝑧𝑧𝑖𝑖

∗𝐶𝐶
𝑖𝑖=1

∑ 𝜏𝜏𝑖𝑖
𝐶𝐶
𝑖𝑖=1

 

 (13) 
To systematically define the membership functions of the antecedent fuzzy sets, 

the use of the Gaussian curve membership function as defined by (9) is proposed. 
Equation (10) should be used to compute the  value for the Gaussian curves.  

4.2.2. Optimizing the fuzzy model  

The use of different variables increases the complexity of the calculation. It is possible 
to optimize the fussy model with the use of a set of clusters by a direct way of 
calculation. The calculation requires the optimization of rules using several variables' 
linear function, better than using only a simple constant. That is, 
 

z*
i = Gi y  + hi              (14) 

 
where Gi is a matrix of (M-N)  N constant elements. To be consistent, hi is a vector 
with (M-N) constant elements. The z*

i expression is a linear function that allows it to 
calculate with low computational complexity. 

The optimization process of the equation is possible using the principle of the 
least-squares estimation procedure [14]. The equation for the calculation is: 
 

𝜌𝜌𝑖𝑖 = 𝜏𝜏𝑖𝑖
∑ 𝜏𝜏𝑗𝑗

𝐶𝐶
𝑗𝑗=1

 

(15) 
Equation (13) can then be rewritten as 

 

𝑧𝑧 = ∑ 𝜌𝜌𝑖𝑖

𝐶𝐶

𝑖𝑖=1
𝑧𝑧𝑖𝑖

∗ = ∑ 𝜌𝜌𝑖𝑖

𝐶𝐶

𝑖𝑖=1
(𝐺𝐺𝑖𝑖𝑦𝑦 + ℎ𝑖𝑖) 

(16) 
or 
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𝑧𝑧𝑇𝑇 = [𝜌𝜌1𝑦𝑦𝑇𝑇   𝜌𝜌1  … 𝜌𝜌𝐶𝐶𝑦𝑦𝑇𝑇  𝜌𝜌𝐶𝐶]

[
 
 
 
 
 
 
 𝐺𝐺1

𝑇𝑇

ℎ1
𝑇𝑇

 
⋮
 

𝐺𝐺𝐶𝐶
𝑇𝑇

ℎ𝐶𝐶
𝑇𝑇 ]
 
 
 
 
 
 
 

 

(17) 
where zT and yT are row vectors. With “n” input data points  in the form of y1, y2, ..., 
yn; the result of the matrix operation is the following: 
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 (18) 
The value of i,j is evaluated in the value of yj. In the matrix operation, the product 

is confirmed by two sides. The left hand of the product is constant, while the second 
side of the matrix contains all the optimized parameters. 

The estimation of least-squares can be calculated with the following procedure: 
 

AX = B     (19) 
 

B's value is the output calculation; A is a constant matrix, and X is the parameters 
matrix to be calculated. Let us choose X in such a way that the following objective 
function J is minimized [17], [18]: 
 
                                     𝐽𝐽 = ‖𝐵𝐵 − 𝐴𝐴𝐴𝐴‖2

2 ≡ (𝐵𝐵 − 𝐴𝐴𝐴𝐴)−𝑇𝑇(𝐵𝐵 − 𝐴𝐴𝐴𝐴)             (20) 
 

To carry out the minimization, J is differentiated with respect to X and the result 
is equated to zero. Thus, 

 
𝜕𝜕𝐽𝐽
𝜕𝜕𝐴𝐴 = −2𝐴𝐴𝑇𝑇𝐵𝐵 + 2𝐴𝐴𝑇𝑇𝐴𝐴 = 0 

 (21) 
from which X can be solved as 
 

𝐴𝐴 = (𝐴𝐴𝑇𝑇𝐴𝐴)−1 + 𝐴𝐴𝑇𝑇𝐵𝐵 
 (22) 

In practice, the most reliable method of computing the pseudo-inverse of a matrix 
is the singular value decomposition (SVD). For an overview of the SVD, its theory, 
and numerical details, the reader is referred to [19]. 
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5. Performance analysis of the proposed design method 
In the next sections, the use of two performance measures with two simulated systems 
is proposed. The objective of the simulation is to demonstrate the feasibility of the 
proposed three-term design method when applied to second-order systems. A 
comparison of its performance with the performance of other clustering methods is 
carried out.  

5.1. Performance study 

To test the models, two performance measures have been chosen, which will be used 
to analyze the performance of the proposed methods for designing a FLC. They are:  
1. Accuracy: To design a PID-like FLC with clustering algorithms, the rise-time, 

overshoot, and settling-time performance measures will be omitted, because a 
teacher signal is used with these algorithms as a reference model. To validate the 
results, it is proposed that an accuracy criterion be employed. Accuracy means the 
correctness of the answer. In order to measure it, the use of the sum of squares for 
error is proposed. Thus, the smaller the error, the better the accuracy, and the 
larger the error, the worse the accuracy will be. The error here is the error between 
the output of the system under analysis and its reference model. 

2. Robustness: To measure robustness, it is proposed that the defuzzification method 
parameter be varied. During the design of the FLC, center of area (COA) was 
chosen as a defuzzification method. To measure the robustness of this controller, 
the use of bisector of area (BOA) as a defuzzification method [20] is suggested. 
The procedure used to implement this method shown in [24]. 
Two types of direct current (DC) motors are analyzed to examine the performance 

of proposed design methods: armature-controlled with fixed field and field-controlled 
with fixed armature current [21]. The same details and parameters as described in our 
previous studies [22], [23], [24], [25] were used for these two systems.  

For the clustering technique, the reference model with inputs [e, de, se]T and 
output U is used to designate the desired performance. To design a PID-like FLC using 
the fuzzy c-means (FCM) algorithm, the weighting exponent parameter q for the 
membership functions matrix M was chosen as 2.0 [26], [15]. To design a PID-like 
FLC with a subtractive algorithm, the cluster radius ra as 0.5 for all data dimensions, 
squash factor rb as 1.5, accept ratio as 0.5, and reject ratio  as 0.15 [15] were 
chosen. 

5.2. Simulation results  

The performance of the PID-like FLC design methods is examined by analyzing the 
transient response and accuracy in subsection 5.2.1 and robustness in subsection 5.2.2. 
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5.2.1. Transient response and accuracy  

The following subsection focuses on the performance of the armature-controlled DC 
motor, while subsection 5.2.1.2 focuses on the performance of the field-controlled DC 
motor.  

5.2.1.1 Armature-controlled DC motor system  
The CI for the armature-controlled DC motor system is shown in Figure 2. This figure 
shows that the DMBA generates only 5 clusters from 40 sampling points.  

 

Figure 2: Cluster indicator for armature-controlled DC motor system  

Figure 3 shows the step responses and accuracy of the armature-controlled DC 
motor system. The FCM algorithm used to generate 3 clusters and 5 clusters for 
comparison. It can be seen how the controller output gets close to the reference model 
as more clusters are considered. The subtractive algorithm generates only one cluster 
for this system, so it cannot be used with this model. A comparison between the SSE 
for the linguistic-type DMBA and other controller shows that they are comparable. 
Note that SSE for the DMBA is significantly smaller than the SSE for the other 
controller. Thus, we can conclude that no over-transient response occurs with DMBA 
method. 

Figure 4 shows the step responses and accuracy of the armature-controlled DC 
motor system using the FCM algorithm (used to generate 5 clusters), the subtractive 
algorithm, and the DMBA for the TSK-type model of the PID-like FLC. In figure 4-
B, the values of SSE for FCM and DMBA are multiplied by ten to the power of 
negative seven which mean they are clearly more accurate than the subtractive 
clustering algorithm. 
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(A-1) FCM with 3 clusters and 5 clusters      (A-2) Proposed non-parametric DMBA. 

                                  (B) Accuracy of clustering algorithms. 
Figure 3: Step responses (A) and accuracy (B) of armature-controlled DC motor system 

using clustering algorithms used to develop linguistic type model PID-like FLC. 

Actually, in that very small range of values for SSE we can say the accuracy of 
the two algorithms is almost the same and that is clear from the figure 4-A. 

5.2.1.2 Field-controlled DC motor system  

The cluster indicator (CI) for the field-controlled DC motor system using DMBA is 
shown in Figure 5. This figure shows that the DMBA generates 5 clusters from 40 
sampling points.  
Figure 6 shows the step responses and accuracy of the field-controlled DC motor 
system using the FCM algorithm (used to generate 5 clusters) and the DMBA to 
develop a linguistic-type model of the PID-like FLC. 
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               (A-1) FCM and DMBA.                   (A-2) Subtractive clustering algorithm. 

              (B-1) FCM and DMBA.                    (B-2) Subtractive clustering algorithm. 
Figure 4: Step responses (A) and accuracy (B) of armature-controlled DC motor system 

using clustering algorithms used to develop TSK type model PID-like FLC. 

The subtractive algorithm generates only one cluster for this system, so it cannot 
be used to develop a linguistic-type model of the PID-like FLC.  

The system obtained with the controller responds to load disturbances and 
measurement noise. This is observed from Figure 6-A. The overshoot for setpoint 
changes is smallest for DMBA, which is the case to avoid large transients in the 
control signal due to sudden changes in the setpoint. Even though it generates higher 
SSE values for DMBA compared with FCM, as shown in Figure 6-B, the transient 
response for both algorithms is almost the same which is clearly shown in Figure 6-
A. 
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Figure 5: Cluster indicator for field-controlled DC motor system using DMBA 

  (A) FCM and DMBA.         (B) FCM and DMBA. 
Figure 6: Step responses (A) and accuracy (B) of field-controlled DC motor system using 

clustering algorithms used to develop linguistic type model PID-like FLC. 

Step responses of field-controlled DC motor system using FCM and DMBA used 
to develop TSK type model PID-like FLC is similar to figure 4-A. It can be seen that 
the step response results by these methods is better than the subtractive clustering 
algorithm shown in figure 7-A. Where, zero overshoot achieved in FCM and DMBA 
methods. The figure 7-B shows that the proposed DMBA tuning method works more 
precisely than other tested controllers. 
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      (A) Subtractive clustering algorithm. 

 (B.1) FCM clustering algorithm.     (B.2) Subtractive clustering algorithm. 

     (B.3) Proposed non-parametric DMBA. 

Figure 7: Step responses (A) and accuracy (B) of field-controlled DC motor system 
using clustering algorithms used to develop TSK type model PID-like FLC. 
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5.2.2. Robustness test  

The following subsection analyzes the robustness of the PID-like FLC design methods 
when varying the defuzzification method from center of area (COA) to bisector of 
area (BOA). This test cannot be used with the TSK-type model. The only 
defuzzification method that can be used with this model is the weighted average 
method, because the fuzzy output does not have a geometric shape. 

Figures 8 and 9 show the step responses and accuracy of the armature-controlled 
DC motor and the field-controlled DC motor respectively, using the FCM algorithm 
(used to generate 5 clusters) and the DMBA to develop a linguistic-type model of the 
PID-like FLC. It is shown that there is a substantial improvement in the time domain 
specification in terms of lesser rise time, settling time and overshoot using DMBA 
algorithm. Hence this method is a robust design method for determining the PID 
controller parameters. 

           A.1 FCM clustering algorithm.                   A.2 Non-parametric DMBA 

  B.1 FCM clustering algorithm.       B.2 Non-parametric DMBA 

Figure 8: Robustness test to varying of defuzzification method for armature-controlled DC 
motor system: (A) Step responses and (B) Accuracy test. 
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                             A.1 FCM.                       A.2 Proposed non-parametric DMBA. 

                                          B. Accuracy of clustering algorithms. 
Figure 9: Robustness test to varying of defuzzification method for field-controlled DC motor 

system using clustering algorithms used to develop linguistic type model PID-like FLC. 

5.2.3. Discussion  

The graphs in the Section 5 provide an outlook at the effectiveness of the proposed 
non-parametric DMBA applied to create linguistic type and Takagi-Sugeno-Kang 
(TSK) type models of three-term fuzzy logic controllers. In graphs for the armature-
controlled DC motor system with linguistic type model, the following results were 
obtained. The sum of squared error is increasing exponentially with time for the FCM 
and subtractive algorithms, while for the DMBA it is linear. Therefore, DMBA in this 
case is superior in terms of accuracy. As for the TSK type model used for the armature-
controlled DC motor system, the sum of squared error is also lower for the DMBA, 
proving its increased correctness.  

The simulation graphs for the robustness test show that non-parametric DMBA is 
more accurate and robust when different defuzzification methods are applied. Also, 
from the graphs we can conclude that TSK type model shows better accuracy than the 
linguistic type model.  

The transient response for FCM and DMBA is almost the same for many cases 
studied in this paper. The main problem of supervised FCM clustering algorithms is 
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determination of the number of clusters that satisfactorily represent the system. 
Besides that, FCM have another problem. It requires determination of some 
parameters that will affect (increase/decrease) the number of generated clusters. 
Unsupervised DMBA clustering algorithms solve these problems.  

6. Conclusions  
Three-term PID-like fuzzy logic controllers better simulate the decision-making 
process of humans. Therefore, engineers are not required to understand everything in 
the complicated mathematical apparatus to set up a control system. On the other hand, 
a problem arises that there are parameters that a user has to define manually for the 
clustering algorithm to start working. This step affects the amount of generated 
clusters and could be deemed unnecessary and excessive. As an attempt to find a 
solution, we proposed a non-parametric dissimilarity clustering algorithm.  

Resulting from the performance study, we identified that the dissimilarity 
measure based clustering algorithm is more accurate than regular FCM and 
subtractive clustering algorithms. Together with singular value decomposition the 
proposed dissimilarity measure based algorithm has been shown to be fast and reliable 
in terms of construction of a fuzzy model from numerical data input. The algorithm 
shows improved accuracy, increased speed and enhanced robustness as compared to 
the FCM and subtractive clustering algorithms for both linguistic type and Takagi-
Sugeno-Kang type models. We also conclude that the latter perform better than the 
former. 
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