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Abstract: In the past decade agent systems were considered to be as one of the major fields 
of study in Artificial Intelligence (AI) field. Many different definitions of agents were 

presented and several different approaches describing agency can be distinguished. While 

some authors have tried to define “what” an agent really is, others have tried to identify 
agents by means of properties which they should possess. Most authors agree on these 

properties (at least basic set of properties) which are intrinsic to agents. Since agent's 

definitions are not consistent, we are going to give an overview and list the properties 
intrinsic to an agent. Many different adjectives were attached to the term agent as well and 

many different kinds of agents and different architectures emerged too. The aim of this 

paper it go give an overview of what was going on in the field while taking into 
consideration main streams and projects. We will also present some guidelines important 

when modelling agent systems and say something about security issues. Also, some existing 
problems which restrict the wider usage of agents will be mentioned too.    
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1. AGENT DEFINITIONS 

Many different definitions of the term agent can be found in the literature. One 

could easily be confused when looking at these definitions and different 

approaches when defining the term agent. That’s why we have listed some of those 

definitions in order to show that things aren’t black and white. To provoke the 

reader we will refer to [44] where authors wrote that a human can be seen as an 

agent who can operate in complex environment by combining reactive and 

deliberative reasoning. If humans are treated as agents, we find it reasonable to 

disclose and clarify this inconsistency when describing this term. 

Agent is a system with the following characteristics [50]: 

 Agent lives in artificial world S together with other agents, 

 Agent can perceive and act in his environment, 

 Agent possesses a representation of the world S, 

 Agent is goal-oriented and can plan his actions and 
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 Agent can communicate with other agents. 

 

According to [1] agent is a software component able to perceive its 

environment and react to it. 

Agents are autonomous, persistent (software) components that perceive, 

reason, communicate and act in someone’s favour, influencing its environment 

[12]. 

In [22] the term agent has been used in the sense of "processing entity" in 

cooperative process-oriented environments (CPE).  

An intelligent agent is a computational entity with a mental state of its beliefs 

and goals [26]. 

An agent is a software entity with a well-known identity, state and behaviour, 

with autonomy to somehow represent its user [46]. An agent-based application (or 

ABA for short) is a dynamic, potentially large-scale distributed application in an 

open and heterogeneous context such as the Internet [46]. 

If we try to define an agent through its mental state, then certain mental 

components should be part of an agent: beliefs, perceptions, memory, 

commitments, expectations, goals and intentions [51]; this is some sort of an 

extension to well known and described BDI architecture (which will be explained 

later on), but in authors opinion perceptions and memory should also be present 

because perceptions (although they are not as stable as beliefs), form the basic for 

reactive behaviour and are hence more fundamental then for example desires or 

intentions [51]. 

Intelligent agents continuously perform three functions: perception of dynamic 

conditions in the environment; action to affect conditions in the environment; and 

reasoning to interpret perceptions, solve problems, draw inferences, and determine 

actions [24, 51].  

In [28] authors gave an interesting look and they have defined an agent as 

"Agent = Logic + Architecture" (based upon Kowalski's Algorithm = Logic + 

Control). 

Agents are logic programs that continuously perform the observe-think-act 

cycle [15]. 

An agent is a computer system that is situated in some environment and that is 

capable of autonomous action in this environment in order to meet its design 

objectives; intelligent agent is autonomous, reactive, proactive and capable to 

communicate with other agents [38].  

The behaviour of an intelligent agent can be presented as a cycle [32] (n 

represents time required for one cycle): 

 

To cycle at time T, 

observe any inputs at time T, 

think, 

select one or more actions to perform, 

act, 

cycle at time T+n. 
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As one can see, many different definitions are presented; according to [16] it is 

still not clear what an agent really is; Shoham says that each usage of the term 

agent should also have a reference to the author and the meaning of this word. 

If one looks more carefully, one can see that three main approaches when 

defining the term agent can be distinguished; in the first approach an accent is put 

on what an agent really is, the second approach is characterised by means of the 

properties he should possess and the third approach is the mixture of two already 

mentioned approaches.  

Although some people think agents are similar (or equal) to the concept of an 

object, other disagree. The next chapter will try to remove the vague and clear up 

the confusion.  

 

2. AGENT VS. OBJECT 

Although many authors treat agents and objects as the same thing, there are 

some crucial distinctions between them which will be pointed out. 

First of all, although encapsulation is immanent to both agents and objects, 

agents can not make orders to each other (in order to do something); they exchange 

messages and not orders, and they decide whether they will do something 

autonomously or not [18]. Similar claims can be found in [45]. 

According to [56] an agent is similar to an object to that extant that he 

possesses some state and methods which are capable of changing this state. 

According to the same source, the main distinctions between an agent and other 

software products are communication, task delegation, personalization, mobility 

and capabilities of doing something. 

According to [51] agents and objects are not the same thing; agent possess 

believes and commitments while objects don’t have state’s generic structures. Also, 

the language that agents used in order to communicate is independent on any 

application, while objects exchange messages implemented in the language itself. 

As can be found in [19], an agent is a software entity which exhibits autonomy, 

social awareness, reactivity and proactivity. Also, an agent represents a 

specialization of a traditional object; some mental components are introduced as 

believes, intentions and possibility to decide. While traditional objects 

communicate using messages, agents can differentiate several different types of 

communication (offer, accept, inform, request, reject, assist and so on). 

Now when we have listed different definitions regarding agents and clarified 

the distinction between an agent and an object, let us look some properties intrinsic 

to agents. 
 

3. AGENT PROPERTIES 

While some authors have described the set of properties an agent should 

possess, others have tried to define properties which MultiAgent System (MAS) or 

Agent Based Application (ABA) should posses. We can say that MAS is a set of 

(independent) agents which operate together in order to solve some problems. 
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Autonomy as a property means that agent works alone and can make decisions 

on his own, while proactivity refers to the exploration of new possibilities and 

taking the initiative. Adaptability means that agent can adapt to the changing 

environment. Mobility refers to the capability to move through the network. 

Reactivity is very important characteristic because it ensures the real time 

response to the proactive (dynamic) environment. Proactive environment can 

change independently on whether the agents are performing some actions or not 

[21]. 

Agent-based applications have certain characteristics: autonomous (each user 

creates and maintains his agents), heterogeneous (different programming 

languages, databases, communication packages and so on are used), open (agents 

may depend on other agents), dynamic (agents are added and removed 

dynamically), robust (errors will have to be tolerated) and secure (different levels 

of security should be implemented) [46]. 

Sometimes it's impossible that one agent solves a problem because of some 

constraints which may exist. So communication, cooperation and coordination are 

unavoidable [18]. Althoug in MAS agents cooperate and work together, conflicts 

sometimes can not be avoided (for example scarce resources could cause a 

conflict). According to [5] cooperation consists of collaboration and coordination 

(Figure 1). Conflicts among agents have been well defined and described in [50]. 
 

 
Figure 1. Cooperation [5] 

 

There are several different ways of communication [18]: 

1. Broadcast system – messages are sent to all agents, 

2. Blackboard system – there is a place where agents write bids and offers, 
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3. Direct communication – an agent has to know addresses of other agents 

and 

4. Federated system – there is a mediator in charge of communication. 

One of the main features is definitely the possibility to communicate; that’s 

why several different communication languages were presented. Most famous 

languages are KQML and ACL; nowadays it is XML too. KQML is both a 

message format and a message-handling protocol to support run-time knowledge 

sharing among agents [54]; KQML can be used as a language for an application 

program to interact with an intelligent system or for two or more intelligent 

systems to share knowledge in support of cooperative problem solving. Task 

sharing means that a problem has to be decomposed into several sub-problems 

which have to be solved and results integrated again. KQML has a basic set of 

performatives which determine the legal operations between agents. Performatives 

have certain parameters and some basic performatives are:  
 

Table 1. KQML – basic performatives tell and deny [54] 

tell Deny 

  :content <expression>   :content <performative> 

  :language <word>   :language KQML 

  :ontology <word>   :ontology <word> 

  :in-reply-to <expression>   :in-reply-to <expression> 

  :force <word>   :sender <word> 

  :sender <word>   :receiver <word> 

  :receiver <word>  

 

ACL is also based on a set of performatives (for example inform). More on 

ACL can be found in [18, 38]. In the next chapter some types of agents will be 

identified. 

 

4. TYPES OF AGENTS 

Many different types of agents were introduced during the years; some of them 

were widely accepted (for example deliberative or reactive), while others were not.  

The difference between an agent and other software products are: 

personalization (a user can determine agent’s strategy), delegation (agent has to do 

something for the user), communication (with other agents), mobility, ROI (agent 

should earn more then he spends) and agent possesses some skills [55]. 

Regarding mobility, authors agree that agents can be divided into mobile and 

static agents. Mobile agents can move some piece of code and desired data through 

the network [47]. In [35] architecture was built by means of which agents move 

across the network and communicate with other agents. In order to achieve 

mobility, an agent server is needed. This is in fact a program which is in charge of 

the agents running on that computer; it can accept other agents and provide the 

resources for their execution. HTTP was chosen as the infrastructure because it is 

well understood and POST and GET methods can be used for sending agents and 
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status requests and so on. Mobile agents travel from one place to another, although 

in an open system communication problems could arise.  

Deliberative agents act in accordance with BDI architecture. According to [18] 

deliberative agent possesses 3 main characteristics: 

1. He possesses a knowledge base which contains knowledge about the 

environment, 

2. Agent functions based on Observe-Decide-Act principle and 

3. Decisions are based upon deduction or mathematical (logical) problem 

solving. 

A reactive system is a state-based system (state change is performed) which, 

due to internal or external events, continuously interacts with its environment [7]. 

Reactive agent reacts to some events which may occur, and by reacting agent 

doesn't examine what happened in the past [38]. They act according to stimulus-

response model. 

In [20] two types of agents are differentiated: cognitive and reactive. According 

to [20] cognitive agent possesses some knowledge base which contains all 

necessary data and procedures which affect the way the agent is going to perform 

certain actions regarding its environment; they are mostly goal oriented and 

perform a set of actions in order to fulfil the given goals. 

A vivid agent is a software-controlled system whose state is represented by 

knowledge base, and whose behaviour is represented by means of action and 

reaction rules [52]; the basic functionality of a vivid agent comprises a knowledge 

system (including an update and an inference operation), and the capability to 

represent and perform actions in order to be able to generate and execute plans. 

Many different kinds of agents were presented too: in [4] agents were classified 

as user agents, guide agents, autonomous agents and anthropomorphic agents. 

Desktop agents were presented in [8]; they are executed locally and they notice the 

user about the results of their reactions. Functionally, we can distinguish between 

interface agents, learning agents, emotional agents and some other kinds of agents. 

Adaptive agents learn by observing and perceiving their environment [34]. These 

kinds of agents will not be explained; we refer to [4, 8, 34]. 
 

5. AGENT ARCHITECTURES 

One has to have in mind that since the mid 1980s different architectures for 

reasoning agents have emerged. Some of these models were never widely accepted 

or realized in a form of application that could perform something and these effects 

could be measured. Different architectures were (are) used for the design and 

development of individual agents. Each architecture describes how the agent's 

modules operate and how can an agent interact with the environment [Error! 

Reference source not found.].  

Four different types of architectures were presented in [38]: 

1. Logic based – deduction is used to make decisions, 

2. Reactive agents – situation to action mapping, 
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3. BDI architecture and 

4. Layered approach – each layer is responsible for some actions. 

BDI architecture is an exception and was (is) used very much [12]; it describes 

and determines the agent behaviour according to information an agent possesses, 

goals which needs to be performed and reasoning about these goals and available 

information: 

Goals are expressed as conditions over some interval of time and are described 

by applying various temporal operators to state descriptions. Plans describe how an 

agent should react when certain facts are added to its belief database, or when it 

newly acquires certain goals [3]. Some relationships between knowledge operator, 

belief operator, and desire operator in MASs are described in [37]. 

 
Figure 2. BDI architecture [3] 

 

Deliberative agents have to think and plan; this is a time consuming process 

although it can be simple. This is not acceptable if an agent is placed in very 

dynamic environment which changes very fast and the reaction has to be performed 

quickly; so reactive architectures are considered for such cases. Reactive 

architecture never became really popular for agents modelling, although it was 

good in robotics for example; namely, it's intrinsic to agents that they are reactive. 

This is the reason that pro-active architectures were more popular. These 

architectures have certain properties in common: logical correctness, pro-activity, 

ability to learn, adapt, react and interact [Error! Reference source not found.]. 

It's hard to determine to what extent should an agent exhibit deliberative and to 

what reactive behaviour; it depends on number of parameters like tasks, 

architecture, and application domain and so on. In [38] it is pointed out that it is 

very hard to build a well balanced agent system. 

An interesting attempt was made in [32] and [33] where authors have tried to 

reconcile the rational and reactive agent architectures; the behaviour of a rational 

agent was delineated by means of an abstract procedure which represents agent's 

observation-thought-action cycle. Similar procedure was defined for reactive agent 

too. It was obvious that these two cycles differ in some respects and unified agent 

cycle was presented; every iteration of an observe-think-act cycle can be used for 
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making observations and learning new facts and rules from the environment. The 

behaviour of an intelligent agent was characterised in simplified terms as a cycle 

[32] (as it was already shown in the first chapter): 
 

To cycle at time T, 

observe any inputs at time T, 

think, 

select one or more actions to perform, 

act, 

cycle at time T+n. 

 

Some authors also distinguish the notions of strong and weak agency. 

According to [56], weak agency subsumes the following properties: autonomy, 

social ability, reactivity and pro-activity. There is less agreement on the strong 

agency term, but it subsumes knowledge, belief, intention and obligation. 

According to [6] intelligent behaviour consists of reactive and deliberative 

behaviour (Figure 4): 
 

 
Figure 3. Reactive reasoning depending on current beliefs (a) and the same architecture 

where the results of reactive reasoning influence agent's beliefs (b) [6] 

 

In [28] the idea of hybrid agents has been presented; a hybrid agent is the one 

that integrates several different styles like reactive, deliberative and cooperative. 

According to [8Error! Reference source not found.] agent needs to possess 4 

modules (parts): machinery, content, security and access. A three-tiered 

architecture has been proposed in [44]; it combines reactive and deliberative 

behaviour. Logic-based deliberative module endows the agent with the ability to 

"think ahead" and behaviour-based reactive module ensures that the agent can 

handle various real-time challenges of the environment [44].  

 

6. AGENTS MODELLING 

The process of agents modelling is not an exception; several different 

approaches have been presented and many tools are used for implementation. One 

of the approaches can be seen on the following figure: 
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Figure 4. Agents modelling [28] 

 

In order to implement agents and multiagent systems, many programming 

languages are used as well as special shells developed for that purpose. One of the 

widespread languages used for implementation is Java [18, 20, 52, 55]. Also, 

Prolog, C/C++ and Smalltalk are used very much too. Some of the shells developed 

for agent implementation are ARIS [36], 3APL [26], SIM_AGENT [14], Simula++ 

[11] and so on. 

For modelling agents’ actions in [21] TEAL (Temporal Executable Action 

Language) is used. Action rules have the form: 

 

past literal ∧ exec(a) → future literals 

   

In [30] a part of formal methods, X-machines, are used for agent modelling. 

This method can model agents through their behaviour. X-machine is a type of 

FSA (Finite State Automata) and the difference is that there is memory attached to 

the machine and transitions are not labelled with simple inputs but with functions 

that operate on inputs and memory values.  
 

 
Figure 5: FSA (Finite State Automata) – abstract scheme [30] 

 

We will not cover agents modelling any more, but one has to have in mind that 

many different tools and environments have been developed too.   
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7. SECURITY ISSUES 

As we have already said, agents act on user’s behalf. Usually, this means that 

agents are working with data which are confidential and which have to be 

protected. Also, agent’s logic should be hidden from others too [48]. For example, 

agents are sometimes buying goods and possess credit card numbers or so, and it is 

obvious that this data should be kept. Very often it is also important to protect 

host’s resources as well as agent’s data [29]. 

When discussing security, who is doing something is of great importance. 

Namely, mobile agent can travel trough the network and come to some place where 

he is not welcome. Each agent could be a virus or a spy and could be sent by 

anyone. Also, execution of their actions could do harm to the host. 

An agent may also die; in that case it is hard to find out what an agent did in 

the past and what jobs he carried out.  

According to some authors agent should be built using KISS (Keep It Simple, 

Stupid) principle. In that way agent doesn’t know much and the possibility to steel 

some data an agent possesses is reduced.  

Some authors think that messages exchanged by some agent should be ciphered 

so others couldn’t need them. Authorization mechanism should be implemented 

too; some agents could provide some services only to agent which were authorised.  

 Based upon Asimov’s laws of robotics authors in [53] have tried to define 

constraints which stop agents to harm something or somebody; the main idea was 

to make agent safe for the environment.  

 

8. EXAMPLES OF USAGE 

Although agent technology is not that old, people have come to the conclusion 

that we could benefit from combining agent technology with some other 

technologies. During the years agents and MASs were used in many different fields 

for solving different kinds of problems. Let us look at some examples. 

Today it is difficult to buy some good; we have more information available 

then ever, and internet-base commerce has helped this process [39]. One can visit 

many stores online, so the difference is that you don't have to move or leave your 

current position. The critical task is how to collect and process all this information; 

Internet agents (assistants) have been designed in order to collect and filter 

information from the network [Error! Reference source not found.9].  

In [47] a model where each student sends his personal agent to the virtual 

university was proposed; this agent can perform different tasks like authentication, 

information collection, sending the results to some available teacher and so on. 

Nowadays it is also very hard and time-consuming to find certain information 

on the Internet due to its size and speed (problems with network connections, etc.), 

so any help is more then welcome. In [36] information agents which search the 

WEB according to user's desires were presented.  

Large investments are usually a long-life projects whose outcome is hard to 

predict, but they are of great strategic importance [10]. Some difficulties may arise 

during the years which are hard to predict (disasters, war, "11.9" etc.). On the other 

hand these projects can be very profitable so they require planning and constantly 



 

Journal of information and organizational sciences, Volume 30, Number1 (2006) 

 

 165 

monitoring and reviewing of relevant information which is hard to; projects 

information can change very often due to the dynamic environment. Classical DSS 

can not support all the information needed, so new solutions are presented where 

emerging computing technologies are used to provide a better support. In [10] 

authors have presented an idea of how intelligent agents can be used in the context 

of large investments management. 

In [31] authors discuss how to use machine learning techniques and agent 

technology; an example has been built where agents use machine learning 

technique in order to choose optimal actions in a robotic football game. A model 

has been built and agent can learn from its experience and in that way significantly 

improve the overall performances. 

A series of discoveries that suggest new possibilities for life in space made it 

reasonable to consider the virtual presence in space [41]. Remote agent architecture 

based on principles of model-based programming, on-board deduction and search, 

and goal-directed commanding, which integrates constraint-based planning and 

scheduling, multi-thread execution and reconfiguration has been proposed in order 

to assist in establishing a virtual presence in space [41]. 

According to [13] logic programming and MAS can be used for rapid 

prototyping of new software products. Authors stressed that although software 

products are being developed for over 30 years, there is always a question whether 

the product satisfies the criteria of correctness and reliability; this is especially 

noticeable in distributed systems where entities have to cooperate and 

communicate with different sources. 

In [51] it is described how to agentify an information system (IS); certain 

components have to be added in order to represent memory, commitments and 

claims. IS has to be able to represent information about current state (this is done 

using a database), check and process incoming messages, to keep relevant data in 

memory for some period of time, to communicate with other agents and so on [51]. 

 In [3] authors have tried to show that active databases and agents rely upon 

similar concepts and that there is a possibility to use and combine results from both 

fields; that’s why the functionality, structure and purpose of both fields have been 

described and compared. In [42] authors went one step further; they have 

represented the knowledge of an agent by means of ECA rules optimized using a 

genetic algorithm. In [23] authors have described and delineated lessons learned 

from using ECA rules as a means for an implementation of a task shared 

cooperation protocol.  

 In [2] MAS was used for meteorological purposes; different air attributes are 

measured and validated by set of agents, and data mining technique has been used 

for making these agents intelligent. In [49] authors described how to make benefits 

from using agent technology for data mining and analysis techniques. In [9] and 

[18] agents are used to buy and sell some goods. In [17] client agents are used for 

active caching mechanism in order to provide fast access to the desired 

information. In [43] networks which can adapt autonomously to dynamic 

environments by means of agents which are placed on the network nodes are 

presented. In [27] agent architecture for DS applications in general has been 

presented as well as for medical care in particular. In [40] MAS has been 
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developed which helps to organize transplant medical team when an organ which 

has to be transplanted arrives into the hospital. The goal was to avoid delays and 

mistakes in organization. 

Looking at these chosen examples, you can see that agents are able to solve 

different kinds of rather complex tasks due to their properties, communication, 

cooperation and coordination possibilities. More interested readers are referred to 

[20, 38, 55]. 
 

9. CONCLUSION 

Taking into consideration that agents were and still are interesting field of 

study in the last decade, we have tried to give an overview of what has been done 

in the field in recent years. Many different definitions and properties describing 

agents were listed. We have also looked at agent architectures which have emerged 

and showed some examples of their usage. Usually one agent is not enough to 

solve some problem; that is the reason many agents are usually used. Generally 

speaking, MAS provides better results: parallel processing increases the speed and 

improves performances, system stability is increased too, flexibility and reusability 

are just some of the merits. These good characteristics make them suitable to 

resolve problems in many different fields.  

We have shown how agents are modelled and we have also discussed security 

issues. One of the really big problems concerning agent systems is security; an 

agent could be malicious or even infatuated etc. Although one can find many 

different examples of agent’s usage, their local knowledge, lack of security and 

system control (global constraints) hinder their wider usage. Since this paper was 

intended to give a slight overview, we hope it represents an interesting source of 

information for anyone interested in the field. 
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