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Abstract 
The process of traditional school guidance is carried out by specialists. They make a 
study of the student files based on the marks of the first year and the second year of 
the baccalaureate. Considering the progressive number of students and also the lack of 
time to make the decision, as the selection of the specialty has a great effect on the 
academic course of the students, we have realized a system of specialty 
recommendation, to computerize the orientation process and save time. But the major 
problem is that the students do not care about this process and pay no attention to it 
despite its importance. As well as the software which makes the orientation is 
chargeable. 
 To order these specialties to take the best specialty. We have arrived at a 
problem of multi-criteria which makes it impossible to make a decision with these 
criteria. Because these criteria do not have the same importance and also are not 
compatible, as there are criteria that must be maximum and other criteria must be 
minimal. To solve this problem, two systems of orientation and academic 
reorientation of students have been implemented. In both systems, the SMOTE 
method has been used to balance the learning data in the preprocessing phase. Then in 
the treatment phase, we sorted the specialties using in the first system, a hybridization 
of TOPSIS method and the information gain to find the weights of the criteria used, 
and in the second system, we used a hybridization of the AHP method and 
information gain. The results obtained indicate that before balancing data using the 
SMOTE method, the total accuracy of TOPSIS (84.20%) is higher than the total 
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accuracy of AHP (83.71%). After applying balancing data using the SMOTE method, 
the total accuracy has increased. The total accuracy of TOPSIS (91.35%) is also 
higher than the total accuracy of AHP (90.83%).  For the complexity of the two 
methods, it is related to the number of criteria and the number of alternatives. If the 
number of criteria is more than 10 criteria, the complexity of TOPSIS is less than the 
complexity of AHP,  and vice versa. The complexity of the two methods also depends 
on the number of alternatives, if the number of alternatives exceeds 10, the TOPSIS 
method becomes more complex than the AHP method. In general, the system based 
on TOPSIS method and the information gain is more precise than the system based on 
the AHP method and the information gain. But the complexity of the AHP method is 
less than the complexity of the TOPSIS method. 
Keywords: SMOTE, AHP, TOPSIS, student guidance, recommender systems, 
decision–making, MCDM. 

1. Introduction  
After the students pass the baccalaureate exams with the corresponding revision and 
preparation, in addition to the psychological pressure of the students, they come up 
against a very important stage, which is the phase of the selection of the specialty in 
which they will finish their studies. But the choice of the latter is very complex 
because it is linked to several factors, namely: the student's grades, the student's 
interest, the student's qualities and skills. To determine these factors, researchers use 
research methods that are based on descriptive surveys [1] [2] [3]. Student 
orientation is very important, because it influences the academic future of the 
student [4] [5]. A false choice of specialty implies academic failure and even 
dropping out of school. The method used for the academic guidance of students is 
based on a study of the student's file by academic guidance specialists. This method 
is very slow and also it takes into consideration only the student's grades, while there 
are several factors influence the choice of specialty. So to consider several factors, 
this method becomes slower. The solution is to computerize this method of 
educational guidance. Given the number of criteria that influence the choice of 
specialty, we arrived at a multi-criteria decision problem (MCDM) [6]. For this 
reason, two student guidance systems have been created which use two multi-criteria 
decision methods. The first system is based on a hybridization of the TOPSIS 
method and information gain, the TOPSIS method is used to make the optimal 
decision in the case of the multi-criteria problem, it is a quick method based on the 
comparison of the Euclidean distance of alternatives and the ideal solution and also 
to the anti-ideal solution. The second system is based on a hybridization of the AHP 
method and information gain, AHP is also a multi-criteria decision method, it is 
based on a hierarchical model between criteria, alternatives and objective, it is a 
robust method, but it is very slow. Both systems use the SMOTE method for 
balancing the number of individuals in each class. In order to improve the prediction 
quality of the specialty recommendation system, our method turns the student 
orientation problem into a ranking problem. 

This article follows the following plan: First we started with the presentation of 
the works which are related to our subject, then we presented our system with its 
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work methodology and then we explained the methods used. In the following part, 
we presented the results associated with each method and the comparison between 
the two systems. And finally, we ended with a conclusion for the two systems 
produced. 

Recommendation systems are very useful and also widely used in the field of 
education, because they facilitate several tasks, and they increase the quality of the 
service and also they reduce the processing time. For example, we find [7] which 
created a system of recommendation for the follow-up of the students, or for the 
prediction of the performances of the students [8], and also for the prediction of the 
admission of the students [9]. Researchers in [10] have used ontology for resource 
recommendation, and also [11] have used ontology to create a course 
recommendation system for students. 

Most research focuses on recommendation systems for course selection, and 
among these researches we find [12], who have achieved a web-based court 
recommendation system, using graph theory and Data Mining algorithms. And also, 
the researchers in [13] used the linear sparse (slim) method. As well as in [14], the 
researchers based on Apriori algorithm and the k-means algorithm for the creation of 
the same system. For the same objective, the researchers in [15] used collaborative 
filtering algorithms. The Alternating Least Square (ALS) algorithm is used by [16] 
to create a price recommendation system. But research concerning the academic 
guidance of students and the recommendation systems of this service is very rare. In 
[17] researchers used student grades and the method of fuzzy linguistics for the 
academic guidance of students. Another specialty recommendation system and 
carried out by [18], who used the collaborative filtering method based on Web-DSS, 
while in [19] the researchers carried out a Moroccan student orientation system 
based on the algorithms of classification, J48, SMO, Naive Bayes, Logistic Simple 
and LMT, they found that the J48 algorithm has the best precision. And also [20] 
used the classification algorithms, K-Nearest Neighbor, Neural Network, Naive 
Bayes and Big Data technology for student orientation. Other classification 
algorithms used by [21], Naïve Bayes, SVM, Random Forest Tree and Neural 
Network using the MOA tool for the selection of the specialty suitable for the 
student. While other research has focused on the factors that influence the choice of 
specialty, namely [22], [23], [24], [25], [26] and [27]. 

These works do not give importance to the quality of the data used, namely the 
unbalanced data, and also these works have used the classification algorithms, 
whereas the problem we have is a sorting problem. So to solve this problem we used 
the SMOTE method for data balancing, then we realized two specialty 
recommendation systems. The first system is based on a hybridization of the 
TOPSIS method and the gain of information and the second system is based on a 
hybridization of the AHP method and the gain of information to sort the specialties 
adequate to the student, and also for the reorientation of the students by the 
recommendation of the second choice. 
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accuracy of AHP (83.71%). After applying balancing data using the SMOTE method, 
the total accuracy has increased. The total accuracy of TOPSIS (91.35%) is also 
higher than the total accuracy of AHP (90.83%).  For the complexity of the two 
methods, it is related to the number of criteria and the number of alternatives. If the 
number of criteria is more than 10 criteria, the complexity of TOPSIS is less than the 
complexity of AHP,  and vice versa. The complexity of the two methods also depends 
on the number of alternatives, if the number of alternatives exceeds 10, the TOPSIS 
method becomes more complex than the AHP method. In general, the system based 
on TOPSIS method and the information gain is more precise than the system based on 
the AHP method and the information gain. But the complexity of the AHP method is 
less than the complexity of the TOPSIS method. 
Keywords: SMOTE, AHP, TOPSIS, student guidance, recommender systems, 
decision–making, MCDM. 
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2. Methodology 
The specialty recommendation systems are very sensitive to the quality of the 
learning data used. If the classes are well represented by the individuals, the 
precision of the system increases. For this reason, we started by balancing the 
learning data. Then we moved on to the classification of specialties, at this level, we 
created two systems. A system based on the hybridization of the TOPSIS method 
and information gain and another system based on the AHP method and information 
gain. Both systems have the same architecture. They differ only in the method used 
in ranking. The architecture of the recommendation system and as follows: 

 

 
Figure 1. The architecture of the specialty recommendation system 

The first step in our system is the preprocessing of the training data, in which the 
data balancing method was used because the training data is unbalanced. To solve 
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this problem we used the SMOTE method [29] (Synthetic Minority Over-sampling 
Technique) which allows creating artificial examples. 

2.1. SMOTE method 

SMOTE is a technique used to deal with unbalanced data sets. First introduced by 
Nitesh V.C. SMOTE is a nearest neighbor technique with Euclidean distance 
between data points in feature space. It creates examples so-called synthetic, to 
increase the number of individuals who belong to the minority class. These 
examples are not duplicated but they are created from neighbors. 

The principle of the SMOTE method: 
SMOTE calculates the difference between the characteristic vector (sample) 
considered and their nearest neighbors, then it multiplies this difference by a random 
number between 0 and 1, and adds it to the characteristic vector considered. Then 
the synthetic individuals are randomly scattered along the line between the minority 
class individual and his selected neighbors. Thus, this approach makes the decision-
making region of the minority class larger and more generally. 
 The SMOTE principle is presented by the following figurine.  

 

 

 

 

 

 

 
 
           Represents instances of the majority class 
 
           Represents instances of the minority class 
 
           Represents the instances of the minority class that are created. 

Figure 2. The principle of SMOTE method 

This figure presents the principle of SMOTE method using the nearest neighbors. 
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SMOTE pseudo code 

 
After balancing the data, we move on to defining criteria and alternatives. 

Firstly, to find the weighting coefficients used by TOPSIS and AHP, we calculated 
the weight of each criterion (attribute) using the information gain and the learning 
database. 

The formula for calculating entropy: 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐷𝐷) =∑(−pj)log2(pj)
J

j=1
 

or : 
pj is the proportion of examples of D having the resulting class j. 
The information gain calculation formula: 

𝐺𝐺𝐺𝐺𝐺𝐺𝐸𝐸(𝐷𝐷, 𝐴𝐴) = 𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐷𝐷) − ∑
|𝐷𝐷𝑣𝑣|
𝐷𝐷 × 𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐷𝐷𝑣𝑣)

𝑣𝑣∈𝑉𝑉(𝐴𝐴)
 

or : 
v is the value of attribute A. 
For digital data, they are cut at intervals, to become calculable by the 

information gain formula. 
For the alternatives, they represent the specialties. We have five specialties. And 

for each specialty, we have calculated its criteria, M1, M2, M3, M4, M5, M6 and M7 as 
follows: 

𝑀𝑀1 =

{
  
 

  
 𝐸𝐸1 =

0
10 (𝐺𝐺𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑠𝑠𝐸𝐸𝑠𝑠𝑠𝑠𝑒𝑒𝐸𝐸𝐸𝐸 𝐺𝐺𝑠𝑠 𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝐺𝐺𝐸𝐸𝑟𝑟 𝐺𝐺𝐸𝐸 2

𝑛𝑛𝑛𝑛𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸 𝐸𝐸𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑏𝑏𝐺𝐺𝑏𝑏𝑏𝑏𝐺𝐺𝑏𝑏𝐺𝐺𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝑒𝑒)

𝐸𝐸1 =
5
10 (𝐺𝐺𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑠𝑠𝐸𝐸𝑠𝑠𝑠𝑠𝑒𝑒𝐸𝐸𝐸𝐸 𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝑠𝑠 𝐸𝐸ℎ𝑒𝑒 1

𝑠𝑠𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸 𝐸𝐸𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑏𝑏𝐺𝐺𝑏𝑏𝑏𝑏𝐺𝐺𝑏𝑏𝐺𝐺𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝑒𝑒)        

𝐸𝐸1 =
10
10 (𝐺𝐺𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑠𝑠𝐸𝐸𝑠𝑠𝑠𝑠𝑒𝑒𝐸𝐸𝐸𝐸 𝐺𝐺𝑠𝑠 𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝐺𝐺𝐸𝐸𝑟𝑟 𝑒𝑒𝐺𝐺𝐸𝐸ℎ𝑒𝑒𝐸𝐸 𝐺𝐺𝐸𝐸 𝐸𝐸ℎ𝑒𝑒 1

𝑠𝑠𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸 𝐸𝐸𝐸𝐸 𝐺𝐺𝐸𝐸       
 𝐸𝐸ℎ𝑒𝑒 2𝑛𝑛𝑛𝑛𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸 𝐸𝐸𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑏𝑏𝐺𝐺𝑏𝑏𝑏𝑏𝐺𝐺𝑏𝑏𝐺𝐺𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝑒𝑒)

 

𝑀𝑀2 =
n1 + 2𝐸𝐸2

3  
n1: the general average of the 1st year of the baccalaureate 
n2: the general average of the 2nd year of the baccalaureate 

Entry 
N : number of synthetic instances. 
For i from 1 to N do 
Choose a minority instance M; 
Find the nearest instance T; 
Choose a random weight that varies between 0 and 1 and 
then generate   the new synthetic  instance B; 
For each property of the instance do 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐵𝐵 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑀𝑀 + (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑀𝑀 − 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑇𝑇) × 𝑃𝑃 
End for 
End for. 
End 
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𝑀𝑀3 = regional examination 
12 +=average of continuous monitoring

36 +=national examination 
12  

M4 : the grade of the jury of teachers in the 2nd year of the baccalaureate class 
M5 : the number of hours of absence for each subject 
M6: the jury's mark for each subject. 
M7: the form score for each subject according to the interest measurement form. 
The calculation of M3, which differs according to the specialty 
The coefficient of subjects by specialty after obtaining the baccalaureate: 

Mathematics 
 

Subjects The coefficient according to the 
specialty of the baccalaureate: 
Mathematical Sciences and 
Experimental Sciences 

Mathematics 4 
Physics 3 
Arabic language 0,5 
French language  1 
English language 0,5 

Table 1. The coefficient of subjects of Mathematics specialty after obtaining the 
baccalaureate 

The Specialty after obtaining the baccalaureate: Physics 
 

Subjects The coefficient according to the 
specialty of the baccalaureate: 

Mathematical Sciences and 
Experimental Sciences  

Mathematics 3 
Physics 4 
Arabic language 0,5 
French language 1 
English language 0,5 

Table 2. The coefficient of subjects of Physics specialty after obtaining the baccalaureate 

The specialty after obtaining the baccalaureate: Biology 
 

Subjects Coefficient 
Mathematical 

Sciences  
Experimental 

Sciences 
Agricultural 

science 
Mathematics 3,5 2,5 2,5 
Physics 3,5 2,5 2,5 
Arabic language 0,5 0,5 0,5 
French language 1 1 1 
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SMOTE pseudo code 

 
After balancing the data, we move on to defining criteria and alternatives. 

Firstly, to find the weighting coefficients used by TOPSIS and AHP, we calculated 
the weight of each criterion (attribute) using the information gain and the learning 
database. 

The formula for calculating entropy: 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐷𝐷) =∑(−pj)log2(pj)
J

j=1
 

or : 
pj is the proportion of examples of D having the resulting class j. 
The information gain calculation formula: 

𝐺𝐺𝐺𝐺𝐺𝐺𝐸𝐸(𝐷𝐷, 𝐴𝐴) = 𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐷𝐷) − ∑
|𝐷𝐷𝑣𝑣|
𝐷𝐷 × 𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐷𝐷𝑣𝑣)

𝑣𝑣∈𝑉𝑉(𝐴𝐴)
 

or : 
v is the value of attribute A. 
For digital data, they are cut at intervals, to become calculable by the 

information gain formula. 
For the alternatives, they represent the specialties. We have five specialties. And 

for each specialty, we have calculated its criteria, M1, M2, M3, M4, M5, M6 and M7 as 
follows: 

𝑀𝑀1 =

{
  
 

  
 𝐸𝐸1 =

0
10 (𝐺𝐺𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑠𝑠𝐸𝐸𝑠𝑠𝑠𝑠𝑒𝑒𝐸𝐸𝐸𝐸 𝐺𝐺𝑠𝑠 𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝐺𝐺𝐸𝐸𝑟𝑟 𝐺𝐺𝐸𝐸 2

𝑛𝑛𝑛𝑛𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸 𝐸𝐸𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑏𝑏𝐺𝐺𝑏𝑏𝑏𝑏𝐺𝐺𝑏𝑏𝐺𝐺𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝑒𝑒)

𝐸𝐸1 =
5
10 (𝐺𝐺𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑠𝑠𝐸𝐸𝑠𝑠𝑠𝑠𝑒𝑒𝐸𝐸𝐸𝐸 𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝑠𝑠 𝐸𝐸ℎ𝑒𝑒 1

𝑠𝑠𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸 𝐸𝐸𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑏𝑏𝐺𝐺𝑏𝑏𝑏𝑏𝐺𝐺𝑏𝑏𝐺𝐺𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝑒𝑒)        

𝐸𝐸1 =
10
10 (𝐺𝐺𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑠𝑠𝐸𝐸𝑠𝑠𝑠𝑠𝑒𝑒𝐸𝐸𝐸𝐸 𝐺𝐺𝑠𝑠 𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝐺𝐺𝐸𝐸𝑟𝑟 𝑒𝑒𝐺𝐺𝐸𝐸ℎ𝑒𝑒𝐸𝐸 𝐺𝐺𝐸𝐸 𝐸𝐸ℎ𝑒𝑒 1

𝑠𝑠𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸 𝐸𝐸𝐸𝐸 𝐺𝐺𝐸𝐸       
 𝐸𝐸ℎ𝑒𝑒 2𝑛𝑛𝑛𝑛𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸 𝐸𝐸𝑖𝑖 𝐸𝐸ℎ𝑒𝑒 𝑏𝑏𝐺𝐺𝑏𝑏𝑏𝑏𝐺𝐺𝑏𝑏𝐺𝐺𝑠𝑠𝐸𝐸𝑒𝑒𝐺𝐺𝐸𝐸𝑒𝑒)

 

𝑀𝑀2 =
n1 + 2𝐸𝐸2

3  
n1: the general average of the 1st year of the baccalaureate 
n2: the general average of the 2nd year of the baccalaureate 

Entry 
N : number of synthetic instances. 
For i from 1 to N do 
Choose a minority instance M; 
Find the nearest instance T; 
Choose a random weight that varies between 0 and 1 and 
then generate   the new synthetic  instance B; 
For each property of the instance do 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐵𝐵 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑀𝑀 + (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑀𝑀 − 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑇𝑇) × 𝑃𝑃 
End for 
End for. 
End 
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𝑀𝑀3 = regional examination 
12 +=average of continuous monitoring

36 +=national examination 
12  

M4 : the grade of the jury of teachers in the 2nd year of the baccalaureate class 
M5 : the number of hours of absence for each subject 
M6: the jury's mark for each subject. 
M7: the form score for each subject according to the interest measurement form. 
The calculation of M3, which differs according to the specialty 
The coefficient of subjects by specialty after obtaining the baccalaureate: 

Mathematics 
 

Subjects The coefficient according to the 
specialty of the baccalaureate: 
Mathematical Sciences and 
Experimental Sciences 

Mathematics 4 
Physics 3 
Arabic language 0,5 
French language  1 
English language 0,5 

Table 1. The coefficient of subjects of Mathematics specialty after obtaining the 
baccalaureate 

The Specialty after obtaining the baccalaureate: Physics 
 

Subjects The coefficient according to the 
specialty of the baccalaureate: 

Mathematical Sciences and 
Experimental Sciences  

Mathematics 3 
Physics 4 
Arabic language 0,5 
French language 1 
English language 0,5 

Table 2. The coefficient of subjects of Physics specialty after obtaining the baccalaureate 

The specialty after obtaining the baccalaureate: Biology 
 

Subjects Coefficient 
Mathematical 

Sciences  
Experimental 

Sciences 
Agricultural 

science 
Mathematics 3,5 2,5 2,5 
Physics 3,5 2,5 2,5 
Arabic language 0,5 0,5 0,5 
French language 1 1 1 
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English language 0,5 0,5 0,5 
Natural sciences - 2 1 
Plant sciences - - 1 

Table 3. The coefficient of subjects of Biology specialty after obtaining the baccalaureate 

The specialty after obtaining the baccalaureate: Economics 
 

Subjects coefficient 
 Mathematical 

Sciences and 
Experimental 

Sciences 

Economics 

Mathematics 5,5 2,5 
General economy - 1,5 
Accountability - 2 
Arabic language 0,5 0,5 
French language 2 1,5 
English language 1 1 

Table 4. The coefficient of subjects of Economics specialty after obtaining the baccalaureate 

The specialty after obtaining the baccalaureate: Technical 
 

Subjects The coefficient according to the 
specialty of the baccalaureate: 

Electrical technology and 
mechanical technology 

 
Mathematics  3 
Physics 2 
Arabic language 0,5 
French language 1 
English language 0,5 
Engineering sciences 2 

Table 5. The coefficient of subjects of Technical specialty after obtaining the baccalaureate 

After calculating M1, M2, M3, M4, M5, M6 and M7 we arrive at a table that contains 
the alternatives to be classified and the criteria M1, M2, M3, M4, M5, M6 and M7. 
Note that there are several criteria for ordering the specialties, according to the 
student's grades and their information. These criteria differ in terms of importance 
and also they do not have the same interval. So, to solve this problem we resorted to 
the Multi-criteria decision methods. 

Two Multi-Criteria Decision-Making methods were used to find the right 
alternative. The first method is Technique of Order Preference Similarity to the Ideal 
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Solution (Topsis) [30], it is a very simple method and widely used by researchers. It 
allows ordering the alternatives based on favorable criteria and also unfavorable 
criteria. Its principle is based on the comparison of the Euclidean distance between 
these alternatives and the ideal solution and also to the anti-ideal solution. 

Topsis methodology 
The first step is the construction of the input matrix which contains the 

alternatives and the criteria. It is in the form of Alternatives X Criteria. 
The second step: the normalization of the matrix so that the criteria are 

comparable and also to eliminate the units. 
The normalization of the values of the matrix is calculated as follows (the vector 

normalization): 

𝐴𝐴𝐼𝐼𝐼𝐼 =
bij

√∑ bijn
i

 

𝑖𝑖 = 1,2, … ,𝑚𝑚 
𝑗𝑗 = 1,2, … , 𝑛𝑛 

m: number of alternatives 
n: number of criteria 
There is another method of normalization. For the criteria that we want to 

maximize, the normalization is calculated as follows: 

𝐴𝐴𝑖𝑖𝑖𝑖 =
bij

max(bj)
 

For the criteria that we want to minimize, the normalization is calculated as 
follows: 

𝐴𝐴𝑖𝑖𝑖𝑖 =
bij

min(bj)
 

After the normalization of the matrix, one passes to the multiplication of the 
values of the matrix by the weights of the corresponding criteria. Then one 
calculates the best solution M and the worst solution P. Then, the calculation of the 
Euclidean distance of the values of the alternatives and the Best solution and the 
worst solution. 

Finally, we calculate the proximity of each alternative and we take the ideal 
alternative. 

AHP method 
The second method is AHP [31] which is also a multi-criteria decision method, 

it allows to find a solution to a complex problem, based on several criteria. The 
strong point of this method is that it structures the criteria and also gives a very 
simple solution. This method is based on four principles. Hierarchical structuring, 
Priority structuring, Logical coherence and Semi-quantitative method. 
The weights of the criteria are very important for the decision, they are made by the 
experts in the field. The most widely used method is The Saaty Scale. It is used for 
comparison, it contains nine points as shown in the following table: 
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English language 0,5 0,5 0,5 
Natural sciences - 2 1 
Plant sciences - - 1 

Table 3. The coefficient of subjects of Biology specialty after obtaining the baccalaureate 

The specialty after obtaining the baccalaureate: Economics 
 

Subjects coefficient 
 Mathematical 

Sciences and 
Experimental 

Sciences 

Economics 

Mathematics 5,5 2,5 
General economy - 1,5 
Accountability - 2 
Arabic language 0,5 0,5 
French language 2 1,5 
English language 1 1 

Table 4. The coefficient of subjects of Economics specialty after obtaining the baccalaureate 

The specialty after obtaining the baccalaureate: Technical 
 

Subjects The coefficient according to the 
specialty of the baccalaureate: 

Electrical technology and 
mechanical technology 

 
Mathematics  3 
Physics 2 
Arabic language 0,5 
French language 1 
English language 0,5 
Engineering sciences 2 

Table 5. The coefficient of subjects of Technical specialty after obtaining the baccalaureate 

After calculating M1, M2, M3, M4, M5, M6 and M7 we arrive at a table that contains 
the alternatives to be classified and the criteria M1, M2, M3, M4, M5, M6 and M7. 
Note that there are several criteria for ordering the specialties, according to the 
student's grades and their information. These criteria differ in terms of importance 
and also they do not have the same interval. So, to solve this problem we resorted to 
the Multi-criteria decision methods. 

Two Multi-Criteria Decision-Making methods were used to find the right 
alternative. The first method is Technique of Order Preference Similarity to the Ideal 
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Solution (Topsis) [30], it is a very simple method and widely used by researchers. It 
allows ordering the alternatives based on favorable criteria and also unfavorable 
criteria. Its principle is based on the comparison of the Euclidean distance between 
these alternatives and the ideal solution and also to the anti-ideal solution. 

Topsis methodology 
The first step is the construction of the input matrix which contains the 

alternatives and the criteria. It is in the form of Alternatives X Criteria. 
The second step: the normalization of the matrix so that the criteria are 

comparable and also to eliminate the units. 
The normalization of the values of the matrix is calculated as follows (the vector 

normalization): 

𝐴𝐴𝐼𝐼𝐼𝐼 =
bij

√∑ bijn
i

 

𝑖𝑖 = 1,2, … ,𝑚𝑚 
𝑗𝑗 = 1,2, … , 𝑛𝑛 

m: number of alternatives 
n: number of criteria 
There is another method of normalization. For the criteria that we want to 

maximize, the normalization is calculated as follows: 

𝐴𝐴𝑖𝑖𝑖𝑖 =
bij

max(bj)
 

For the criteria that we want to minimize, the normalization is calculated as 
follows: 

𝐴𝐴𝑖𝑖𝑖𝑖 =
bij

min(bj)
 

After the normalization of the matrix, one passes to the multiplication of the 
values of the matrix by the weights of the corresponding criteria. Then one 
calculates the best solution M and the worst solution P. Then, the calculation of the 
Euclidean distance of the values of the alternatives and the Best solution and the 
worst solution. 

Finally, we calculate the proximity of each alternative and we take the ideal 
alternative. 

AHP method 
The second method is AHP [31] which is also a multi-criteria decision method, 

it allows to find a solution to a complex problem, based on several criteria. The 
strong point of this method is that it structures the criteria and also gives a very 
simple solution. This method is based on four principles. Hierarchical structuring, 
Priority structuring, Logical coherence and Semi-quantitative method. 
The weights of the criteria are very important for the decision, they are made by the 
experts in the field. The most widely used method is The Saaty Scale. It is used for 
comparison, it contains nine points as shown in the following table: 
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Weights Verbal meaning 
1 Low importance 
3 Moderate importance 
5 Strong importance 
7 Very strong importance 
9 Absolute importance 
2 ,4,6,8 They are used for intermediate 

judgments. 

 Table 6. The weights of the criteria and their meanings 

This method does not make it possible to find the weights of the attributes when the 
importance of these attributes is very close. For this reason, information gain was 
used to find these weights. 

The steps of the AHP method 
- The construction of the comparison matrix 

M = (
b11 ⋯ b1m
⋮ ⋱ ⋮

bm1 ⋯ bmm
) 

- The normalization of the matrix, after the calculation of geometric means of 
each row using the following formula: 

𝐷𝐷𝑖𝑖 =
√∑ bijm

j=1
m

∑ √∑ bijm
j=1

mm
i=1

 

Now we calculate λmax. 
We notice : 

(𝑀𝑀 × 𝐷𝐷)𝑇𝑇 = 𝑁𝑁 

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 =
∑ Ni
m
i=1
n  

After λmax, we go into the calculation of CI and CR. 

𝐶𝐶. 𝐼𝐼 = λmax −m
m− 1  

𝐶𝐶𝐶𝐶 = C. I
R. I 

R.I: random index 
We repeat the previous steps until we reach a value close to the desired value. 

3. Results 
To compare the results of the two models created we have used an Open University 
Learning Analytics dataset, which has data of 32594 students. We have based on the 
precision of the prediction of the specialty for each specialty and for each model. 
And also the total precision for each model. These comparison criteria are tested 
before the application of the SMOTE method and after the application of the 
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SMOTE method. And afterward the two models were compared according to their 
complexity. The following figure shows the precision of the specialty prediction for 
each specialty and also for each model. 

 

 
Figure 3. The accuracy of the prediction of each specialty by the TOPSIS-based model and 

the AHP-based model before data balancing 

The previous figure shows a comparison based on precision for each specialty of the 
model based on the TOPSIS method and the model based on the AHP method. The 
model based on the TOPSIS method is more precise than the model based on the 
AHP method for the prediction of specialties, Mathematics, Physics, Economics and 
Biology, while the model based on the AHP method is more precise for the 
prediction of the Technical specialty. And also in note that the precision of 
prediction of the specialty of the two models is very high for the specialty 
"Economy", while the precision of prediction of the two models is low for the 
specialty "Technique". 
 The total accuracy of the two models is shown in the following figure. 

 

 
Figure 4. The total precision of both models 
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Weights Verbal meaning 
1 Low importance 
3 Moderate importance 
5 Strong importance 
7 Very strong importance 
9 Absolute importance 
2 ,4,6,8 They are used for intermediate 

judgments. 

 Table 6. The weights of the criteria and their meanings 

This method does not make it possible to find the weights of the attributes when the 
importance of these attributes is very close. For this reason, information gain was 
used to find these weights. 

The steps of the AHP method 
- The construction of the comparison matrix 

M = (
b11 ⋯ b1m
⋮ ⋱ ⋮

bm1 ⋯ bmm
) 

- The normalization of the matrix, after the calculation of geometric means of 
each row using the following formula: 

𝐷𝐷𝑖𝑖 =
√∑ bijm

j=1
m

∑ √∑ bijm
j=1

mm
i=1

 

Now we calculate λmax. 
We notice : 

(𝑀𝑀 × 𝐷𝐷)𝑇𝑇 = 𝑁𝑁 

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 =
∑ Ni
m
i=1
n  

After λmax, we go into the calculation of CI and CR. 

𝐶𝐶. 𝐼𝐼 = λmax −m
m− 1  

𝐶𝐶𝐶𝐶 = C. I
R. I 

R.I: random index 
We repeat the previous steps until we reach a value close to the desired value. 

3. Results 
To compare the results of the two models created we have used an Open University 
Learning Analytics dataset, which has data of 32594 students. We have based on the 
precision of the prediction of the specialty for each specialty and for each model. 
And also the total precision for each model. These comparison criteria are tested 
before the application of the SMOTE method and after the application of the 
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SMOTE method. And afterward the two models were compared according to their 
complexity. The following figure shows the precision of the specialty prediction for 
each specialty and also for each model. 

 

 
Figure 3. The accuracy of the prediction of each specialty by the TOPSIS-based model and 

the AHP-based model before data balancing 

The previous figure shows a comparison based on precision for each specialty of the 
model based on the TOPSIS method and the model based on the AHP method. The 
model based on the TOPSIS method is more precise than the model based on the 
AHP method for the prediction of specialties, Mathematics, Physics, Economics and 
Biology, while the model based on the AHP method is more precise for the 
prediction of the Technical specialty. And also in note that the precision of 
prediction of the specialty of the two models is very high for the specialty 
"Economy", while the precision of prediction of the two models is low for the 
specialty "Technique". 
 The total accuracy of the two models is shown in the following figure. 

 

 
Figure 4. The total precision of both models 
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According to Figure 4, the precision of the specialties prediction of the model based 
on the TOPSIS method is higher than the precision of the prediction of the model 
based on the AHP method. 

After applying the SMOTE method to rebalance the data, the following results 
were obtained. 

The following figure shows the precision of the specialty prediction for each 
specialty and also for each model after applying the data balancing method. 

 

 
Figure 5. The accuracy of the prediction of each specialty by the TOPSIS-based model and 

the AHP-based model after data balancing 

From Figure 5, the precision of the specialty prediction for each specialty of the two 
models is increased. But, after the application of the SMOTE method, the precision 
of the prediction of the "Mathematics" specialty of the TOPSIS-based model has 
become inferior to the precision of the other model, and also the precision of the 
"Technical" specialty of the. The TOPSIS-based model has become higher than the 
other model. 

The results of the total precision of the two models are shown in the following 
figure. 

Figure 6, shows that the total precision of the two models is increased after 
using the SMOTE method. And the model based on the TOPSIS method is more 
precise than the model based on the AHP method. 
 To compare the two models based on complexity. The following formulas were 
used to calculate the complexity of the two models. According to [28] the 
Complexity of TOPSIS is calculated by this formula: 
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Figure 6. The full accuracy of both models after using the SMOTE method 

𝐶𝐶 = 𝑚𝑚𝑛𝑛 +𝑚𝑚𝑛𝑛 +𝑚𝑚(𝑛𝑛 + 1) + 𝑚𝑚(𝑛𝑛 + 1) + 𝑚𝑚 = 4𝑚𝑚𝑛𝑛 + 3𝑚𝑚 
n: number of criteria 
m: number of alternatives 
The Complexity of the AHP method is calculated by this formula: 
𝐶𝐶 = 𝑛𝑛(𝑛𝑛 + 1) + 𝑚𝑚(𝑛𝑛 + 1) + 𝑚𝑚𝑛𝑛  
The results obtained after calculating the complexity of the two methods 

according to the number of alternatives are presented in the following figure. 
 

 
Figure 7. The complexity of the TOPSIS method and the AHP method by the number of 

alternatives 

From Figure 7, the complexity of the TOPSIS method as a function of the number of 
alternatives increases more and more than the complexity of the AHP method. 
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According to Figure 4, the precision of the specialties prediction of the model based 
on the TOPSIS method is higher than the precision of the prediction of the model 
based on the AHP method. 

After applying the SMOTE method to rebalance the data, the following results 
were obtained. 

The following figure shows the precision of the specialty prediction for each 
specialty and also for each model after applying the data balancing method. 

 

 
Figure 5. The accuracy of the prediction of each specialty by the TOPSIS-based model and 

the AHP-based model after data balancing 
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"Technical" specialty of the. The TOPSIS-based model has become higher than the 
other model. 

The results of the total precision of the two models are shown in the following 
figure. 

Figure 6, shows that the total precision of the two models is increased after 
using the SMOTE method. And the model based on the TOPSIS method is more 
precise than the model based on the AHP method. 
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Figure 6. The full accuracy of both models after using the SMOTE method 
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The results obtained after calculating the complexity of the two methods 
according to the number of criteria are presented in the following figure. 

 

 
Figure 8. The complexity of the TOPSIS method and the AHP method by the number of 

criteria 
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method. In our case, the complexity of the TOPSIS method is higher than the 
complexity of the AHP method. 

4. Conclusion 
The two student orientation recommender systems are based on the SMOTE method 
for data balancing to increase the accuracy of the recommendation system. Both 
student orientation systems are based on multi-criteria decision-making algorithms. 
The first system uses a hybridization of the TOPSIS method and the information 
gain, while the second system is based on a hybridization of the AHP method and 
the information gain. 

The results of the comparison of the two systems produced show that the 
orientation and reorientation system based on the TOPSIS method is more precise 
than the system based on the AHP method, but the latter is faster than the system 
based on the TOPSIS method. The accuracy of both systems is increased after using 
the SMOTE method, since the inequality of the number of individuals of each class 
(specialty) in the learning database influences the efficiency of the system, which 
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means the increase in the accuracy of both systems after application of the SMOTE 
method. 
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The results obtained after calculating the complexity of the two methods 
according to the number of criteria are presented in the following figure. 
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