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 The significant increase in cryptocurrency trading on digital blockchain platforms has 
led to a growing interest in employing machine learning techniques for the effective 
prediction of highly nonlinear and nonstationary data, becoming increasingly popular 
among both individual and institutional market participants. The aim of this research 
is to deal with the challenging task of predicting the closing prices of two prominent 
cryptocurrencies, Binance Coin (BNB) and Ethereum (ETH), utilizing machine-learning 
techniques. This study evaluates the efficacy of various machine learning models in 
predicting cryptocurrency prices, with a particular focus on Support Vector Machines 
for Regression (SVR), least-squares Boosting (LSBoost), and Artificial Neural Networks 
and Adaptive Neuro-Fuzzy Inference System (ANFIS). These models are compared 
under various metrics. ANFIS models exhibited superior predictive performance on 
both training and testing datasets based on diverse performance metrics. 
Comparatively, SVR with a linear kernel demonstrated strong generalization 
capabilities, particularly on the testing set. LSBoost, while showing promise in training 
accuracy, indicated results with higher test errors. ANN models maintained a balance 
between training and testing. This comparison showed the models’ effectiveness, 
particularly the robustness of ANFIS in capturing the volatile cryptocurrency market 
trends. The experimental data suggest that certain of the above models can be utilized 
to predict the ETH and BNB closing price in real time with promising accuracy and 
experimentally proven profitability. 

Keywords: Machine learning, Hybrid method, Predictions, Cryptocurrency 

1. Introduction  
Over the past years, there has been a noticeable shift from traditional printed currency to virtual currency, 
leading to the emergence of cryptocurrency [1]. Cryptocurrency, a digital form of currency, utilizes intricate 
encryption algorithms to regulate its units. This cryptographic approach enhances the security of transactions, 
eliminating the need for centralized institutions like banks and enabling electronic fund transfers [2].  

Since the launch of Bitcoin in 2009, cryptocurrencies have rapidly gained popularity as investment 
assets, despite their volatile nature. The instability in cryptocurrency values arises from various factors, 
including transaction costs, market sentiment, mining difficulty, alternative coin prices, user demand, and 
legal considerations [3]. This volatility makes the prediction of cryptocurrency prices a challenging yet critical 
task for investors aiming to reduce risks and optimize their portfolios [4]. Although the unpredictable nature 
of cryptocurrencies complicates these predictions, the increasing interest among traders, investors, and 
financial analysts has spurred numerous attempts to develop intelligent forecasting models. Accurate 
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prediction models are essential for navigating the complexities of the cryptocurrency market, highlighting the 
ongoing efforts to understand and anticipate price movements in this dynamic field.  

When considering time-series forecasting models, there are three primary categories: pure models, 
explanatory models, and machine learning-based approaches [5]. Pure models, exemplified by methods like 
Autoregressive Integrated Moving Average (ARIMA), rely solely on past data of the variable under 
consideration. They are most suitable for stationary and univariate time-series data [6]. In contrast, 
explanatory models incorporate predictor variables to forecast the target variable into the future. However, 
due to the nonlinear and nonstationary nature of cryptocurrency prices, making assumptions about data 
distributions can significantly affect forecasting accuracy. Non-stationary time-series models exhibit shifting 
statistical distributions over time, leading to variations in the relationship between input and output variables. 
Machine learning methods utilize the intrinsic non-linear and non-stationary characteristics of data, taking 
into account the underlying factors that affect the variable being predicted, by including explanatory features 
[6,7,8].  

While both pure and explanatory models have their applications, they come with limitations. These 
include the requirement for careful examination of the stationarity of time-series data, the need to make 
assumptions about data distributions, dependence on historical data for accuracy, the necessity for manual 
selection and evaluation of functions, difficulty in recognizing long-term relationships in the presence of 
significant volatility, and limited utility for planning and policy-making due to lack of economic theory 
foundation [6, 9,10,11,12].  

On the other hand, the development of machine learning methods is becoming increasingly popular for 
financial market forecasts, as they offer solutions to overcome the previously mentioned limitations [13]. In 
recent years, scholars have increasingly turned to machine learning approaches to forecast cryptocurrencies, 
coinciding with the rapid increase of artificial intelligence across various industries, including finance 
[14,15,16,17,18]. Despite the volatility of cryptocurrency prices, machine learning strategies excel at 
capturing long-term dependencies to identify optimal solutions that align with the available data [11]. Unlike 
traditional linear statistical models, machine learning techniques can capture the nonlinear aspects of 
cryptocurrency price volatility, as they have inherent learning capabilities [19,20]. Nonlinearity has been 
integrated into machine learning algorithms for predicting asset prices and returns, resulting in improved 
predictive accuracy [21,22].  

In response to the complexities inherent in forecasting cryptocurrency prices, this study conducts an 
extensive analysis of state-of-the-art machine learning techniques. It compares the forecasting accuracy of 
several models, including SVR, LSBoost, ANN, and a hybrid method, ANFIS, focusing on Ethereum (ETH) and 
Binance Coin (BNB). The choice of these models is based on their unique strengths in addressing the challenges 
of cryptocurrency price prediction. SVR is employed for its robustness in handling high-dimensional data and 
capturing non-linear relationships through kernel functions. ANN is utilized for its ability to model intricate, 
non-linear patterns inherent in financial data. LSBoost is included for its effectiveness in improving predictive 
performance through iterative corrections and managing complex feature interactions. ANFIS is selected for 
its integration of neural network learning with fuzzy logic, which allows it to handle uncertainties and model 
complex, volatile market behaviors. This diverse set of models provides a comprehensive approach to 
evaluating forecasting accuracy in the dynamic cryptocurrency market. 

The results demonstrate that ANFIS outperforms the other models in accuracy. This superiority is evident 
in the tests conducted with alternative cryptocurrencies, ETH and BNB, where the results were evaluated 
through different metrics such as RMSE, MSE, and R2. These metrics provide a comprehensive insight into the 
predictive accuracy of each model, further corroborating the exceptional performance of ANFIS in the 
unpredictable cryptocurrency market. This finding underscores the potential of hybrid machine learning 
methods, particularly ANFIS, in navigating the volatility of digital asset markets and improving investment 
decisions.  

Structured into four main sections, the paper begins with an introduction to the study’s goals, followed 
by a detailed explanation of the methodology in Section 2. Section 3 results and discussion, showcasing the 
comparative effectiveness of the examined models, while the final section concludes with the implications of 
the findings for both researchers and practitioners in the field of financial forecasting. 

2. Proposed Methodology 
The approach outlined in this paper is depicted in Figure 1, illustrating: (1) data collection, (2) preprocessing 
data, (3) data partitioning for training and testing, (4) the problem formulation involving input-output pairs, 
(5) employing machine learning techniques to forecast closing prices, and (6) the evaluation metrics utilized. 
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Figure 1. Overview of the suggested approach 

2.1. Dataset 
Data for the two most capitalized cryptocurrencies, Ethereum (ETH) and Binance Coin (BNB), were collected 
from coinmarketcap.com, a global portal ranked by market capitalization, providing prices and charts for the 
top cryptocurrencies. At the time of writing this article, these currencies were among the top five in terms of 
market capitalization.  

This research utilizes daily historical time series data of ETH and BNB closing prices in USD, analyzing 
datasets for both cryptocurrencies collected from October 1, 2020, to September 30, 2023. This period covers 
a total of 1,095 observations for each cryptocurrency, providing a comprehensive basis for analysis. The plots 
of closing prices versus time for ETH and BNB are illustrated in Figures 2a and 2b, respectively.  

 

  

Figure 2. (a) ETH closing price (b) BNB closing price 

The dataset has six features, detailed in Table 1. The table outlines characteristics of a cryptocurrency dataset, 
including daily average, opening, highest, lowest, and closing prices, along with the total volume traded. Each 
feature is described in terms of its role in representing the day's trading dynamics. 

 
Feature Description 
Price Average daily price 
Open Day's initial price 
High Peak price of the day 
Low Minimum price of the day 
Close Final price of the day 
Volume Total daily trading volume 

Table 1. Features of the cryptocurrency dataset 

(b) (a) 
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Both ETH and BNB price series demonstrate non-stationary characteristics, as confirmed by the Augmented 
Dickey-Fuller (ADF) tests. The results of these tests are detailed in Table 2.  

For ETH, the ADF test statistic is -2.206544, not surpassing the critical thresholds for significance levels 
of 1%, 5%, or 10%, indicating the series is likely non-stationary as we cannot reject the null hypothesis. The 
accompanying p-value of 0.203879 reinforces this conclusion, suggesting a high probability of a unit root in 
the series. Similarly, for BNB, the ADF test statistic of -2.364639 fails to exceed critical values, 

supporting the non-rejection of the null hypothesis at conventional significance levels and implying non-
stationarity. The p-value of 0.151966 further supports the likelihood of a unit root in the BNB closing price 
series. 

 
 t-Statistic p-value 
ETH  -2.206544 0.203879 
BNB  -2.364639 0.151966 

Table 2. Augmented Dickey-Fuller test statistic 

Following the initial data preparation, the subsequent action entails normalizing the data. This process 
modifies the data values to conform to a designated range. Utilizing the min-max normalization approach, 
the data is calibrated to align within a range from 0 to 1, ensuring uniformity and comparability across the 
dataset. Where y denotes a single point of a feature and Y the feature’s vector. 

y𝑟𝑒𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑦 −min(𝑌)

max(𝑌) − min(𝑌)
 

After normalization, the data is divided into training and testing datasets, the first 80% of the collected 
data allocated for training, and the remaining 20% set aside for testing. The division of the data into training 
and testing samples is depicted in Figures 2a for ETH and 2b for BNB. 

2.2. Problem Formulation 
This article focuses on utilizing historical cryptocurrency data, specifically closing price records, to predict 
future values. The dataset comprises sequential price points, represented as {𝑝0, 𝑝1, 𝑝2, ⋯ , 𝑝𝑛}, where each 𝑝𝑖 
corresponds to the price at timestamp 𝑖. We define an input window of length 𝑤, constructing input vectors 
𝑣 and output 𝑜 as follows:  

𝑣 = [𝑝𝑖−𝑤+1, 𝑝𝑖−𝑤+2, 𝑝𝑖−𝑤+3,⋯ , 𝑝𝑖−1, 𝑝𝑖] 

𝑜 = [𝑝𝑖+1] 

The objective is to forecast the value of 𝑝𝑖+1 using an input vector containing past values. The data is 
organized into pairs of input-output as shown above. For the models discussed in this article, we consider a 
prediction window of 3 days. 

2.3. Conventional machine learning models  
In this paper, Support Vector Machine for Regression (SVR), Artificial Neural Networks (ANN), and least-
squares Boosting (LSBoost) are employed for analysis. Furthermore, K-fold validation is utilized to ensure the 
robustness and applicability of the models. 

To prevent overfitting, this study adopts K-fold cross-validation. This method divides the training dataset 
D into, K equal parts, using K − 1 parts for training and the remaining part for validation. This cycle repeats 
K times, each with a different validation set, to produce K models. The final model’s prediction is the average 
of these K models’ predictions. In this study, the number of folds in the K-fold cross-validation is set to 5 since 
it is widely used in practice. 

2.3.1. Support Vector Machines for regression (SVR) 

Support vector machine (SVM) is a supervised machine-learning technique. The pioneer of SVM was Varpik 
[23,24]. Initially focused on binary classification, SVM can be extended to regression tasks, known as Support 
Vector Regression (SVR) [25,26]. In SVR, a kernel function is applied to transform the input data into a 
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higher-dimensional space. This transformation allows SVR to develop a hyperplane that best fits the input 
vectors to the desired output values [27]. The main idea of SVR is to map data into a high-dimensional feature 
space. It uses Vapnik-Chervonenkis Dimension theory as its operational foundation to produce an optimal 
hyperplane that converts a low-dimensional input vector to a higher-dimensional feature space, ensuring high 
generalization capability [28,29]. 

Since the challenge of applying an SVR algorithm is selecting the proper kernel function, Linear and 
Gaussian (Radial Basis Function (RBF)) kernels were applied. The equations for each of the kernels in the SVR 
algorithm are listed in Table 3. 
 

SVR  Kernel Description 
Linear 𝐾(𝑥1, 𝑥2 ) =  𝑥1

𝑇𝑥2 Two class learning. 
Gaussian 𝐾(𝑥1, 𝑥2) = exp(

−∥ 𝑥1 − 𝑥2 ∥
2

2𝜎2
) One-class & multi-class learning. 

𝐾: Kernel function 
𝑥1, 𝑥2: Input vectors 
𝜎: Width of the kernel 

 

Table 3. SVR types 

2.3.2. Artificial Neural Network (ANN)  

Artificial Neural Networks (ANN) are a highly valuable method for nonlinear data modeling within Artificial 
Intelligence, integrating mathematics and computations [30,31]. ANNs simulate biological neurons [32,33] 
through an adaptive system that acquires knowledge using artificial neurons arranged in a multi-layered 
structure. The fundamental components of an ANN include several processing elements across multiple layers 
[34]. By utilizing interconnected processing elements (artificial neurons), ANNs process system inputs and 
generate outputs by applying specific nonlinear functions [32].  

The network’s artificial neurons are organized into three main layers: input, hidden, and output. In the 
first layer, each input 𝑎𝑖 is assigned a weight 𝑤𝑖, and each artificial neuron receives a bias 𝑏𝑖, treated as an 
additional input. The effectiveness of 𝑎𝑖 is determined by its weight 𝑤𝑖; a higher value indicates a greater 
impact on the system. The ANN computes the values of weights to establish relationships between input and 
output data [35]. An activation function computes the sum of the weighted inputs to produce the output [36].  

This paper concentrates on the application of a feedforward neural network for regression tasks, utilizing 
a Multilayer Perceptron (MLP) model. The MLP is a kind of feedforward neural network characterized by its 
layered structure, where neurons are arranged in multiple layers. Within this architecture, each neuron in a 
given layer is fully connected to all neurons in the next layer, creating a densely connected network. 

2.3.3. Regression Tree Ensembles  

Regression tree ensembles are predictive models that are formed by combining multiple individual regression 
trees, each weighted differently. Least-squares boosting (LSBoost) is one of these ensemble techniques, 
primarily aimed at minimizing the mean squared error [37]. LSBoost is an ensemble-learning boosting 
algorithm designed specifically for estimating continuous target variables. In each iteration, it trains a new 
learner to capture the discrepancy between the observed target values and the aggregated predictions from 
all previously trained learners [38]. The final output of LSBoost is derived from the combination of predictions 
across numerous base learners. These base learners are iteratively trained to address the residual error not 
accounted for by the outputs from preceding learners [39]. 

2.4. Hybrid Machine Learning Model 
ANFIS, a hybrid machine learning methodology that combines the robustness of fuzzy logic with the 
computational prowess of Artificial Neural Networks (ANN), was introduced by Jang [40]. This integration 
utilizes the strengths of both domains to enhance the model’s ability to: i) raise its capacity for learning the 
complexities inherent in processes [41], ii) achieve an optimal relationship between the inputs and outputs 
of a system, iii) approximates the nonlinear functions, with learning capability [42], iv) provide precise 
mapping between predictor and dependent variables, facilitating accurate predictions [43]. ANFIS has been 
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employed to solve different real-world problems, including time series forecasting and simulation of 
engineering processes [41,44,45]. 

2.4.1. Adaptive Neuro-Fuzzy Inference System (ANFIS) 

The primary ANFIS structure comprises Takagi–Sugeno (TKS) inference (or Sugeno first-order FIS) rule-based 
learning algorithms, and the “IF-THEN rules” are used for generating mapping inputs and outputs mapping.  
A typical architecture of ANFIS is shown in Figure 3, which consists of five layers. For simplicity, let’s assume 
the structure with two inputs as 𝑥1 and 𝑥2. Then, the rules 𝑅𝑎 and 𝑅𝑏 in FIS stated as: 

𝑅𝑎: 𝐼𝐹  𝑥1  𝑖𝑠   �̃�1 𝑎𝑛𝑑  𝑥2 𝑖𝑠  �̃�1 , THEN  𝑔1(𝑥1, 𝑥2)  = 𝑝1𝑥1 + 𝑞1𝑥2 + 𝑟1 

𝑅𝑏: 𝐼𝐹  𝑥1  𝑖𝑠   �̃�2 𝑎𝑛𝑑  𝑥2 𝑖𝑠  �̃�2 , THEN  𝑔2(𝑥1, 𝑥2)  = 𝑝2𝑥1 + 𝑞2𝑥2 + 𝑟2 

where �̃� and �̃� are fuzzy sets for 𝑥1 and 𝑥2, respectively. The function 𝑔𝑖(𝑥1, 𝑥2) which is the output of 
the system is the first order polynomial with parameters 𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖 (𝑖 =  1, 2). 

 

 

Figure 3. ANFIS structure 

ANFIS structure has adaptive (square) and fixed (circle) types of nodes. The output of the ith node is defined 
as 𝑂𝑗,𝑖. In ANFIS's structure, each layer is described as follows: 

𝐿1 – Fuzzy layer: Fuzzification of inputs, 𝑥1 and 𝑥2, are done in the first layer. The output of the first 
layer is computed as: 

𝑂1,𝑖 = 𝜇�̃�𝑖(𝑥1)
, 𝑖 = 1,2 (1) 

𝑂1,𝑖 = 𝜇�̃�𝑖−2(𝑥2), 𝑖 = 3,4 (2) 

where 𝜇�̃�𝑖(𝑥1) and 𝜇�̃�𝑖(𝑥2) are the membership functions of the fuzzy sets �̃�𝑖 and �̃�𝑖, respectively. 
The inputs are fuzzified by using the triangle membership function described below, the MATLAB 

function y=trimf(x,params) returns fuzzy membership values:  

𝑓(𝑥; 𝛼1, 𝛼2, 𝛼3) =

{
 
 

 
 

0,   𝑥 ≤ 𝛼1,
𝑥 − 𝛼1
𝛼2 − 𝛼1

,   𝛼1 ≤ 𝑥 ≤ 𝛼2,

𝛼3 − 𝑥

𝛼3 − 𝛼2
,   𝛼2 ≤ 𝑥 ≤ 𝛼3,

0,   𝛼3 ≤ 𝑥

 (3) 

where 𝛼 =  (𝛼1, 𝛼2, 𝛼3) is a triangular fuzzy number. 
𝐿2 – Product layer: The nodes in this layer are fixed ones. The operator is a product marked with (Π) 

that computes the trigger force of a rule in the ANFIS structure. The output of 𝐿2 is computed as: 

𝑂2,𝑖 = 𝜏𝑖 = 𝜇�̃�𝑖(𝑥1)
× 𝜇�̃�𝑖(𝑥2), 𝑖 = 1,2 (4) 

𝐿3 – Normalized layer: By the nodes marked with (N) in Figure 3, the outputs in 𝐿2 are normalized. The 
output of 𝐿3 is computed as:  
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𝑂3,𝑖 = �̅�𝑖 = 
𝜏𝑖

∑ 𝜏𝑖
2
𝑖=2

, 𝑖 = 1,2 (5) 

Also, the nodes in this layer are fixed ones. 
𝐿4 – Defuzzification layer: The output of 𝐿4 is calculated by the multiplication of a first-order polynomial, 

𝑔𝑖(𝑥1, 𝑥2), and normalized firing strength, �̅�𝑖, as follows: 

𝑂4,𝑖 = �̅�𝑖 × 𝑔𝑖(𝑥1, 𝑥2) = �̅�𝑖 × (𝑝𝑖𝑥1 + 𝑞𝑖𝑥2 + 𝑟𝑖), 𝑖 = 1,2 (6) 

The nodes are adaptive in 𝐿4. 
𝐿5 – Total output layer: In the last layer, there is only one fixed node identified as 𝑆, which is the output 

(cumulative sum, Σ) layer. The output of 𝐿5 is generated by: 

𝑂5,𝑖 = 𝑔𝑜𝑢𝑡 =∑�̅�𝑖𝑔𝑖(𝑥1, 𝑥2)

2

𝑖=1

, 𝑖 = 1,2 (7) 

The final output in the ANFIS is a linear combination of consequent parameters. 

2.5. Evaluation Performance Metrics 
The effectiveness, precision, and reliability of the predictive models are assessed using metrics such as root 
mean square error (RMSE), mean squared error (MSE), mean absolute error (MAE), and coefficient of 
determination (𝑅2). The formulas for these metrics are as follows: 

𝑅𝑀𝑆𝐸 = [
1

𝑁
 ∑(𝑌𝑘

𝑝𝑟.
− 𝑌𝑘

𝑒𝑥𝑝.
)
2

𝑁

𝑘=1

 ]

0.5

 (8) 

MSE = 
1

𝑁
 ∑(𝑌𝑘

𝑝𝑟.
− 𝑌𝑘

𝑒𝑥𝑝.
)
2

𝑁

𝑘=1

 

(9) 

𝑀𝐴𝐸 = 
1

𝑁
∑ |𝑌𝑘

𝑝𝑟.
− 𝑌𝑘

𝑒𝑥𝑝.
|

𝑁

𝑘=1

 

(10) 

where 𝑌𝑘𝑝𝑟. is the prediction value, and 𝑌𝑘𝑒𝑥𝑝. is the experimental value of kth testing data to be defined 
from the model, and N is the number of data used in testing. 

R2 = 1 − 
RSS

TSS
 (11) 

Where RSS is the sum of squares of residuals. TSS is the total sum of squares, which measures the total 
variance in the observed data. 

3. Results and Discussion 
This study emphasizes the development, improvement, and comparative analysis of various machine learning 
models for cryptocurrency price prediction, with a special focus on deploying the ANFIS model. In the 
MATLAB environment, customized code for the development of the techniques has been constructed, 
including SVR with Linear and Gaussian kernels, ANN in the form of MLP, LSBoost, and the ANFIS model. 
These models offer a comprehensive toolkit for predictive modeling, each with unique capabilities to model 
complex data relationships.  

SVRs, with their different kernels, offer the flexibility to model linear and non-linear relationships in the 
data. The linear kernel is typically preferred for linearly separable data, enabling straightforward decision 
boundaries, whereas the Gaussian kernel is suitable for complex, nonlinear data structures, allowing the model 
to capture intricate patterns. ANNs, particularly MLPs, enabling the model to learn deep representations of 
the data through layers of neurons and non-linear activation functions. This makes MLPs highly adaptable to 
various data types and complexities. the LSBoost algorithm enhances prediction accuracy by utilizing the 
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concept of boosting with ensemble regression trees. LSBoost combines multiple weak regression tree models 
to form a strong predictor, systematically reducing bias and variance by focusing on difficult-to-predict 
instances. This ensemble method is particularly effective for regression tasks, offering robustness against 
overfitting and improving predictive performance across diverse datasets. The finding of this paper for SVR, 
LSBoost and ANN are summarized in Tables 4 and 5 for ETH and BNB, respectively.  

ANFIS model combined fuzzy inference systems and neural network methods to enhance the fuzzy 
inference system structure, resolve deficiencies in neural networks, and increase accuracy and computation 
speed [46]. To create the fuzzy inference system (FIS) model, the Sugeno-type is employed in the MATLAB 
neuro-fuzzy toolbox. The FIS was created using the grid partition algorithm. When there are fewer than six 
input variables, the problem can be solved by using the grid partition algorithm appropriately [47]. For ANFIS 
learning, a hybrid learning algorithm that makes use of the least square and the gradient method was used. 
The membership function determines how well each point in the input space is mapped to an acceptable 
membership value between 0 and 1. The trimf membership function was selected for its simplicity and 
popularity among scholars [48,49,50]. The ANFIS dataset was trained at 100 epoch iterations with an error 
tolerance of zero. The finding is summarized in Table 6.  

Based on the findings presented in Tables 4, 5, and 6, the following observations are made:  
The SVR method demonstrated strong performance, with the linear kernel generally outperforming the 

Gaussian kernel in terms of lower errors (RMSE, MSE, MAE) and higher (R2) values across both training and 
testing phases. This indicates SVR’s robustness in linearly separable data scenarios and its capability in 
generalizing predictions. 

 
Method   Data type RMSE MSE MAE R2 

SVR 
linear train 0.0256 0.0007 0.0170 0.9888 
 test 0.0091 0.0001 0.0062 0.8992 
Gaussian train 0.0295 0.0009 0.0204 0.9851 
  test 0.0103 0.0001 0.0077 0.8702 

LSBoost 
 train 0.0335 0.0011 0.0243 0.9807 
 test 0.0179 0.0003 0.0159 0.6039 

ANN   train 0.0282 0.0008 0.0191 0.9864 
test 0.0137 0.0002 0.0107 0.7698 

Table 4. Comparative performance of machine learning methods on ETH 

Method   Data type RMSE MSE MAE R2 

SVR 
linear train 0.0285 0.0008 0.0183 0.9859 
 test 0.0099 0.0001 0.0071 0.9783 
Gaussian train 0.0329 0.0011 0.0202 0.9811 
  test 0.0108 0.0001 0.0078 0.9744 

LSBoost   train 0.0364 0.0013 0.0254 0.9769 
test 0.0178 0.0003 0.0146 0.9302 

ANN   train 0.0346 0.0012 0.0199 0.9791 
test 0.0122 0.0001 0.0093 0.9672 

Table 5. Comparative performance of machine learning methods on BNB 

The LSBoost method exhibited higher error rates on the test data compared to SVR and ANN. However, its 
performance varied, with relatively competitive R2 values, indicating that while it may not consistently 
outperform other models in precision, it retains some predictive reliability. 

The ANN showed balanced performance with a notable capacity for generalization, as indicated by the 
performance metrics across training and testing datasets. This balance suggests ANN’s versatility and potential 
as a reliable predictive model for cryptocurrency prices. 

The ANFIS outperformed conventional models in several key metrics, particularly in achieving lower 
RMSE and higher R2 values in the test phase, which highlights its superior generalization capability. The 
ANFIS model’s integration of fuzzy logic with neural networking allows it to effectively capture and model 
the complex, non-linear relationships typical of cryptocurrency price movements. Figure 4 and 5 comparing 
predicted and actual cryptocurrency prices for ETH and BNB, respectively. The Figures demonstrate the 
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models’ strong fit to the training and testing data suggesting that the model has successfully captured the 
historical price movements.  

 
Method Data type Dataset RMSE MSE MAE R2 
ANFIS train ETH 0.0248 0.0006 0.0163 0.9898 
  test ETH 0.0090 0.0001 0.0062 0.9027 
ANFIS train BNB 0.0259 0.0007 0.0164 0.9872 
  test BNB 0.0104 0.0001 0.0076 0.9811 
Generate FIS: Grid Partition  
Train FIS: Hybrid 

   

Function: Constant    

Epochs:100    

Table 6. Performance of the ANFIS method on ETH and BNB datasets 

 

Figure 4. ANFIS model evaluation: real vs. predicted ETH prices in training and testing phases 

 

Figure 5. ANFIS model evaluation: real vs. predicted BNB prices in training and testing phases 
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The analysis indicates that while conventional approaches such as SVR and ANN demonstrate significant 
predictive power, the hybrid ANFIS model excels in terms of its remarkable accuracy and ability to generalize 
across various datasets. ANFIS’s effectiveness stems from its intricate design, which combines the advantages 
of fuzzy inference systems and neural networks. This unique architecture makes ANFIS especially suitable for 
navigating the volatile and unpredictable dynamics of cryptocurrency markets.  

The higher test errors observed in LSBoost compared to other models underscore the importance of 
model selection and parameter optimization in achieving optimal performance. LSBoost’s variability in 
effectiveness suggests that ensemble methods require careful tuning to balance the bias-variance trade-off 
inherent in predictive modeling. 

4. Conclusion 
In the dynamic and volatile world of cryptocurrencies, predicting the closing prices of assets is a complex and 
challenging task. This research set out to address this challenge by applying a various machine learning 
method, such as SVR, ANN, LSBoost, and ANFIS, to predict the closing prices of BNB and ETH 
cryptocurrencies. The objective was to compare the accuracy of these models and determine which ones were 
the most effective for cryptocurrency price prediction.  

Based on the findings, this research highlights the effectiveness of hybrid methodologies, particularly 
ANFIS, in enhancing predictive precision and model generalization, especially within the domain of 
cryptocurrency price forecasting. The results underscore the importance of employing sophisticated modeling 
approaches capable of navigating the complex dynamics inherent in financial markets. Moreover, the proven 
effectiveness of these models indicates a promising opportunity to expand the application of these techniques 
to additional cryptocurrencies. 
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