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 Multimodal fake information on social media is a growing concern worldwide. Existing 
deep learning-based solutions typically involve designing hierarchical models that 
capture relevant features from each modality, which are then fused for final 
classification. However, these models are often complex, with numerous trainable 
parameters, making them resource-intensive. This work introduces the Deep Learning 
Model with Evolutionary Computing Approach (DLECA), a novel method for 
compressing and optimizing hierarchical deep learning models (HDLM). It employs an 
enhanced genetic algorithm (GA) with a unique fitness function, dynamic crossover, 
and adaptive mutation strategies to achieve model compression, maintain accuracy, 
and balance exploration and exploitation during evolution. In comparison to manually 
designed HDLM, the proposed approach achieves up to 97.86% model compression 
with a 0.34% accuracy improvement, while a variant achieves 96.24% compression 
with a 0.23% accuracy improvement. Comparative analysis shows that DLECA 
outperforms Random Walk and Bayesian Optimization in multimodal fake news 
detection, offering a more efficient and accurate solution. 

Keywords: Evolutionary computing, Deep Learning, model compression, model 
optimization, Genetic Algorithms 

1. Introduction  
Social media has revolutionized how people stay connected and access information. Its vast reach has become 
the primary platform for disseminating content to a broad audience. However, this widespread connectivity 
also presents a significant challenge: the propagation of misinformation, including fake news. Malicious actors 
exploit social media platforms to spread false information, often to mislead or manipulate the public. The 
impact of misinformation on social media is profound, affecting both individuals and society according to Shu 
et al.[1]. It has the potential to change public opinion, influence decision-making, and even cause civil unrest. 
This misinformation is frequently multimodal, combining text, images, and metadata to enhance its credibility 
and appeal. 

Traditional fake news detection models, which rely on a single modality, often fail to capture the 
complexity of multimodal content. For instance, Pérez-Rosas et al.[2] explored a linguistic approach for 
detecting fake news, achieving 76% accuracy. While linguistic features showed promising results, the authors 
emphasized the need to integrate metadata and visual features for improved performance. Similarly, P. Qi et 
al.[27] analyzed the visual content of fake news using pixel and frequency domain features but highlighted 
the importance of exploring the relationship between textual and visual cues. 
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Fake news often blends deceptive text with manipulated images, making detection challenging when 
analyzing either modality in isolation. P. Li et al. [28] provided examples of multimodal news and emphasized 
the necessity of jointly analyzing text and images to enhance fake news detection accuracy. 

Additionally, user metadata, such as the profile information of individuals sharing the post, can offer 
valuable insights according to Shu et al.[3]. Fake news is often propagated through networks of fake or bot 
accounts, which further complicates detection. Incorporating text, images, and metadata into a deep learning 
model is essential to address these challenges. However, the resulting model has complex hierarchical 
structures. 

Training these models is time-consuming and demands significant storage and computational 
requirements. Additionally, the success of these models is largely reliant on the tuning of numerous 
hyperparameters. Manually selecting and optimizing these hyperparameters is a challenging and labor-
intensive task, often requiring extensive experimentation to identify the best configurations.  

Herein, we introduce a novel method that performs hierarchical deep learning model hyperparameter 
optimization and compression, offering a solution that not only reduces model size but also enhances 
accuracy. 

The major contributions of this research are as follows: 
1. Model Compression and Hyperparameter Optimization: A unique multi-objective fitness 

function is proposed which helps in reducing the model architecture without compromising the 
models' accuracy. 

2. Dynamic crossover strategy: A novel technique that calculates crossover probability based on the 
fitness of the current population and updates it as evolution progresses. 

3. Adaptive mutation strategy: A technique that computes mutation probability based on the 
crossover probability of the current population also gets updated as evolution progresses. 

4. Genetic Evolutionary Approach: Introduce a novel DLECA, which performs evolution by genetic 
operators and optimizes model parameters dynamically. 

A comprehensive performance evaluation of the proposed method against optimization algorithms from 
the literature is presented. By addressing the optimization of both compression and performance, our work 
aims to enhance the practicality and effectiveness of deep learning models for multimodal fake news detection 
on social media platforms. 

The rest of the papers is organized as follows: Section 2, presents related work. Section 3 introduces the 
proposed methodology. In Section 4, we present the dataset under consideration, experiment setup and results 
and comparative analysis. Finally, Section 5 concludes the paper. 

2. Related work 
Existing literature explores complex deep learning models that integrate multiple modalities to address 
multimodal fake news detection. Many studies, such as S. Singhal et al. [12] and Khattar D. et al. [29], have 
developed deep learning architectures combining text and image modalities, whereas Raza et al. [30] 
incorporate social context alongside textual features of the news. Combining multiple modalities such as text 
and image with social context provides a more comprehensive analysis of fake news. However, integrating 
diverse architectures into a single complex model presents significant challenges. These include synchronizing 
feature extraction across modalities, and managing computational complexity. The resulting models are 
highly intricate, requiring extensive tuning and computational resources. 

In literature, optimizing Deep Learning architectures such as Convolutional Neural Networks (CNNs) and 
Long Short-Term Memory (LSTMs)has been extensively explored. Galván et al. [4] discuss neuroevolution, 
which is the process of using evolutionary-based approaches for deep neural network architecture 
optimization and training. Researchers have developed various strategies to enhance the efficiency and 
effectiveness of GA in this context, addressing the model performance, fitness evaluation, and the balance 
between exploration and exploitation-related challenges. 

Baldominos et al.[5] explored optimizing the topology of CNNs using both GA and Grammatical 
Evolution (GE). The optimized CNN ensemble was applied to the MNIST dataset, and transfer learning was 
performed on the EMNIST dataset. However, this approach was limited to basic datasets and did not explore 
more complex or multimodal data. 

Another approach to optimizing CNN architecture was provided by Sun et al.[6]. They used a variable-
length encoding strategy for GA, a skip layer for deeper CNN, and a cache component to improve the efficiency 
of fitness evaluations. Naik et al.[7] used an adaptive tournament strategy, where the tournament size was 
dynamically adjusted based on the population's state. Jebraeily et al.[8] obtained an optimal structure for 
convolutional neural networks in terms of the number of layers and other parameters using GA. The authors 
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further would like to design full parameter models using GA and use newer optimization algorithms for better 
accuracy. Shrestha et al.[9] also optimized the architecture of the deep learning model through enhanced GA 
with mtDNA to track individuals in the population with the same ancestry. 

Wu et al. [10] performed hyperparameter optimization of LSTM architecture through the concept of 
parallel GAs. They created subgroups of individuals in the population and ran GA in parallel. Subgroup 
exchange of individuals is done to enhance diversity. Farrag et al. [11] performed optimization of stacked 
LSTM. The architecture parameters are considered single-objective multi-parameters discrete optimization 
problem and MAPE was used as evaluation measure. 

Apart from GA other optimization algorithms such as random walk by Singhal et al. [12] and Bayesian 
optimization algorithm by Puentes et al. [13] are used for optimizing the hyperparameters of deep learning 
models. A graph-based version of Bayesian optimization was used by Ma et al. [14] for searching best deep 
neural architecture. Here the search space was made up of attributed graph each representing a neural 
architecture. Bakhshi et al. [15] also used a deep evolutionary approach for finding the best architecture of 
Convolutional Neural Network. A Particle Swarm Optimization (PSO) and GA-based optimization of three 
layer network was conducted by Mandal et al. [16]. 

Khan et al. [17] employed meta-heuristic algorithms, utilizing the Grey Wolf Optimization (GWO) 
algorithm for weight and bias optimization and the Strawberry (SB) algorithm for optimizing the learning 
rate of deep neural networks. Further, the authors would like to explore hybrid combinations of other meta-
heuristic algorithms and keep a balance between exploration and exploitation. Hybrid approaches of GA and 
machine learning (ML) are used by Shannaq et al.[18] and Choudhury et al. [19].[18]applied GA to find 
optimal hyperparameters for support vector machine (SVM) and XGBoost ML models.[19] created various 
combinations such as GA and logistic regression, GA and SVM, GA and naïve bayes, GA and random forest 
for optimizing model parameters. 

Kumar et al. [20] used a meta-heuristic approach in the context of fake news detection. A term frequency- 
inverse document frequency (TF-IDF) technique was used to extract text features traits of news. The most 
salient traits were selected using a modified grasshopper optimization (MGO) algorithm and a CNN performed 
the final classification of news. Zaheer et al. [21] combine metaheuristic approach with a hybrid filter and 
wrapper feature selection technique to obtain the important features from textual news. Uppada, et al. [22] 
extract optimal features from textual news and associated metadata using GA. Shah et al. [23] extracted 
optimal feature sets from news text and image using a cultural algorithm. Marsili-Libelli et al.[24]and Lin et 
al.[25] designed an adaptive mutation technique with [25] focused on both adaptive mutation and crossover 
in GA. 

In the literature, deep learning architecture optimization, particularly for CNNs and LSTMs, has been 
performed across various domains.GA has been the primary optimization algorithm, various modifications to 
GA operators, such as adaptive tournament selection and modified crossover and mutation operations, have 
been proposed to improve optimization efficiency. Additionally, metaheuristic algorithms like GWO and SB 
have been utilized to optimize model weights and biases. However, there remains a need to design methods 
that accelerate fitness evaluation, develop full-parameter models using GA, and explore newer optimization 
algorithms for better accuracy. Furthermore, a balance between exploration and exploitation of the search 
space is crucial, especially when performing multi-objective optimization that evaluates multiple performance 
metrics of the model. These insights guided the development of the proposed DLECA.  

Table 1 provides details about the configurations of GA operators used in the literature.  
 

Referen
ce 

number 

Algorithm/ 
Method/ 

Technique 

Fitness Popula
tion 
Size 

Crossov
er rate 

Mutati
on rate 

Generati
on 

Convergence criteria 

[5] Genetic Algorithm and 
Grammatical Evolution 

classification 
error with 

niching strategy 

 - - 20 - 

[6] Genetic Algorithm with 
variable length encoding. 

classification 
accuracy 

20 0.9 0.2 20 classification accuracy 
does not change over a 

generation 
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[10] Parallel genetic 
algorithms 

RMSE, MAPE, 
R2 

12 0.5 0.5 25 evolution reaches a set 
number. 

[7] Adaptive Genetic 
Algorithm. 

Mean Average 
Precision 

- 0.5 -1.0 0.5 -1.0 1500 specified no. of 
generations 

[8] Genetic Algorithm Accuracy 50 0.52 0.24 250 specified no. of 
generations 

[17] Grey Wolf Optimization 
and Strawberry 
Metaheuristic 
Algorithms. 

MSE 30 - - 100 - 

[18] Genetic Algorithms with 
XGBoost and SVM. 

Accuracy - - - 100 Maximum generations 
reached 

[11] Genetic Algorithm MAPE 50 10% 10% 100 - 

[20] Modified grasshopper 
optimization algorithm. 

Error rate 200 - - 300 Terminates after 
running fixed no. of 

iterations. 

Table1. Summary of Genetic Algorithm Parameters Used in Literature 

3. Proposed methodology 
In this section, we discuss the DLECA approach used for the performance and architecture optimization of an 
HDLM. We begin by introducing the HDLM which is designed for multimodal fake news detection and 
comprises various deep learning components. Due to the complexity and heaviness of such architectures, 
selecting the right configuration of parameters is crucial to maintain accuracy without adding unnecessary 
computational overhead. Next, we review the GA, widely used in the literature for optimization processes. 
Finally, we present our proposed DLECA algorithm, specifically developed to address the challenges and 
achieve optimal performance. 

3.1. Hierarchical Deep Learning Model (HDLM)for Fake News Detection 
To effectively capture the multimodal features of news posts on social media, our hierarchical deep learning 
model incorporates three specialized feature extractors. The text feature extractor is made up of Bidirectional 
Encoder Representations from Transformers (BERT) and LSTM to extract long-term dependency and 
contextual information from text. For images, the image feature extractor employs a CNN to recognize and 
learn significant visual features. Additionally, the social context feature extractor uses a Multi-Layer 
Perceptron (MLP) to analyze cues and insights generated from user profiles and post metadata. These 
extracted features are then fused using an inter-attention mechanism, which effectively integrates the diverse 
modalities into a comprehensive multimodal feature vector. This vector is subsequently classified as either 
fake or real. Figure 1 depicts the architecture of the hierarchical deep learning model. 

3.2. Genetic Algorithm 
A Genetic Algorithm (GA) is an evolutionary computing approach based on natural selection and evolution. 
It is especially well-suited to handling difficult optimization issues, where traditional methods may fail. In a 
GA, potential problem solutions are represented as population individuals. The algorithm evolves this 
population over successive generations using GA operators: encoding, selection, crossover, and mutation. 

• Encoding transforms potential solutions into a format that can be easily processed by GA, typically 
as chromosomes.  
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• The selection operator chooses individuals based on fitness value.  
• The crossover operator then recombines pairs of selected individuals to produce offspring, while 

the mutation operator introduces random variations.  
This evolution through selection, crossover, and mutation iteratively improves the population, driving it 

towards the optimal solution. GA explores the solution space efficiently converging on to quality solutions, 
making it a powerful tool for optimizing complex hierarchical deep learning models. 

 

 

Figure 1. Hierarchical Deep Learning Model Architecture 

3.3. Proposed Deep Learning Model with Evolutionary Computing Approach (DLECA) 
The proposed approach is an enhanced GA to optimize a hierarchical deep learning model, focusing on both 
model accuracy and architecture compression. To facilitate this optimization process, a unique fitness function 
has been designed, balancing the trade-offs between model accuracy and compression. The algorithm begins 
by identifying the key hyperparameters of the model. An initial population of individual solutions is formed 
out of the hyperparameters which is further subjected to optimization. The optimization is performed using 
genetic operator’s selection, crossover, and mutation through which the population evolves. Unlike many 
conventional methods where the crossover and mutation probabilities remain constant throughout the 
evolution process, this work introduces a dynamic crossover strategy. This strategy adjusts the crossover 
probability dynamically based on the current state of the population allowing the algorithm to better explore 
and exploit the solution space. Additionally, an adaptive mutation strategy is employed, which adjusts 
mutation probability in response to changes in crossover probability. This adaptive approach ensures a more 
efficient search for optimal solutions, leading to a compact and efficient model without compromising 
performance. The flow chart and of the proposed DLECA is presented in figure 2. 

 

 

Figure 2. Flowchart of Proposed DLECA 
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3.3.1. Population Initialization: 

The performance of a HDLM heavily relies on various hyperparameters. During the population initialization 
phase, individuals in the population are created using the hyperparameters of the hierarchical deep learning 
model. The key hyperparameters identified for this process and their respective ranges used for initializing 
the population are outlined in Table 2. These ranges are carefully determined to ensure that the model 
parameters do not increase excessively. The dropout rate is capped at 50%. Figure 3 demonstrates the 
individuals created in the population initialization phase. Each individual presents one set of hyperparameters 
of HDLM. Color of each element in the individual solution provides modality information, wherein blue 
represents text feature extractor, green for image feature extractor, grey for social context feature extractor 
and pink for attention mechanism. Consider the equation(1)   

𝑃0 = {𝐼1, 𝐼2, 𝐼3, … . 𝐼𝑁}                                                        (1) 

Where𝑃0 is initial population and N are individuals in population. Equation(2) 𝐼𝑖 represent the ith 

individual in the population. The 𝐼𝑖 is a vector of hyperparameters. 
𝐼𝑖 = [𝑥𝑖1, 𝑥𝑖2 , 𝑥𝑖3, … . 𝑥𝑖𝑘]                                                      (2) 

where k is the number of hyperparameters. The hyperparameter 𝑥𝑖𝑗 is selected from a discrete set of 
predefined values 𝑆𝑗  

𝑆𝑗 = {𝑣1, 𝑣2, 𝑣3, … . 𝑣𝑚}                                                      (3) 
where m is the number of discrete values available for the j-th hyperparameter. 

𝑥𝑖𝑗 = 𝑆𝑗[(𝑟𝑎𝑛𝑑𝑜𝑚𝐼𝑛𝑡(1, 𝑚))]                                                   (4) 

Hyperparameter Description of the hyperparameter. Range for population 
Initialization. 

LSTM units No. of LSTM units used in the model [25,50,75,100] 

Drop out rate No. of neurons to be dropped during training. [10,20,30,40,50] 

Convolution layer No. of filters used in the convolution layer [16,32,64,128] 

Dense layer No. of neurons in a dense layer [128,256,512,1024] 

output dimension Output dimension after attention module. [16,32,64]  

Table 2. HDLM’s Hyperparameter and population initialization 

 

Figure 3. Population Initialization of DLECA 
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3.3.2. Fitness Function 

The individual or solutions are evaluated by a fitness function, which can also be viewed as an objective 
function that the model seeks to optimize. In this work, we design a multi-objective fitness function aimed at 
reducing computational complexity by decreasing the model size without compromising accuracy. In this 
fitness function objective 1 focuses on model performance and is expressed in terms of confusion matrix 
parameters (refer to equation(6)). Objective 2 addresses model compression shown in equation(7), quantified 
by the model compression ratio. The formula is inspired by the image compression ratio. This ratio compares 
the total trainable parameters in the original or base model with those in the compressed model. Specifically, 
it is calculated by dividing the number of parameters in the original model by the number of parameters in 
the compressed model. This method provides a measure of how many parameters were eliminated or reduced 
in the compressed model compared to the original model. Combining the two objectives, Equation (5) presents 
the novel multi-objective fitness function designed to optimize both the performance and compression of the 
model. Here, 𝑤𝑎𝑐𝑐 is the weight assigned to the model’s performance measured using accuracy, and 𝑤𝑐𝑜𝑚𝑝 is 
the weight for model compression. The weights are selected based on experimental observations balancing 
the tradeoff between model performance and computational efficiency. The values of 𝑤𝑎𝑐𝑐 and 𝑤𝑐𝑜𝑚𝑝 are 
empirically set to 0.7 and 0.3 to ensure that compression does not significantly degrade accuracy aiming for 
a small improvement or maintenance of performance. 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑤𝑎𝑐𝑐(𝑅𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒) + 𝑤𝑐𝑜𝑚𝑝(𝑅𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛)                        (5) 
Where,  

𝑅𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 =
(𝑇𝑁+𝑇𝑃)

(𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃)
                                          (6) 

 

𝑅𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 =
𝑁𝑜.𝑜𝑓 𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑚𝑜𝑑𝑒𝑙 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠

𝑁𝑜.𝑜𝑓 𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠
                                 (7) 

Since higher values of both objectives are desirable, the resultant function aims to maximize both 
accuracy and model compression, striking a balance between maintaining high performance and reducing 
model complexity. 

3.3.3. Evolution Operations 

In this section three evolution operations are performed on the initial population. Tournament selection is 
performed for the best parent selection. Further, two-point crossover and uniform mutation is performed using 
a unique dynamic crossover strategy and adaptive mutation technique. 

1. Dynamic crossover strategy: 
In approaches found in the literature, the crossover rate or probability is either fixed or varies within a 

predefined range during the evolution process (refer to Table 1). However, we introduce a unique technique 
where the crossover probability adapts or changes dynamically throughout the evolutionary process. The core 
idea behind this approach is to encourage crossovers when the population has fitter individuals and reduce 
them when the population is more homogenous. This method aims to dynamically balance the exploitation 
based on the current state of the population's fitness. The formula for dynamic crossover probability is 
provided in equation(8). 

𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟𝑝𝑟𝑜𝑏 =
max(𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑜𝑓𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛

)

∑ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑖)𝑁
𝑖=1

∗ 𝑖𝑛𝑖𝑡𝑖𝑎𝑙_𝑐𝑥𝑝𝑏                                 (8) 

The ratio in the formula provides the measure of how dominant the best individual is compared to the 
entire population. If the best individual is significantly better , than this ratio will be higher, indicating that 
some individuals are outperforming others substantially. Conversely, if all individuals are performing 
similarly, the ratio will be lower. 

By multiplying this ratio by the initial crossover probability (initial_cxpb), the crossover probability is 
adjusted dynamically. When the best individual significantly outperforms others, the crossover probability 
increases, promoting the sharing of superior genes. On the other hand, when all individuals perform similarly, 
the crossover probability decreases, reducing excessive mixing and allowing for more focused exploitation of 
the current solutions.  
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2. Adaptive Mutation Strategy: 
Mutation probability is adjusted inversely with respect to crossover probability. By adjusting the 

mutation probability inversely with the crossover probability, we can balance exploration and exploitation. 
In case of high crossover probability, the algorithm relies more on recombining existing solutions, so the 
mutation probability is reduced to avoid introducing too much randomness. In case of low crossover 
probability, the algorithm relies less on recombination, so the mutation probability is increased to introduce 
more variations and explore the solution space more broadly. The equation (9) depicts the process. 

𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛_𝑝𝑟𝑜𝑏 = 𝑏𝑎𝑠𝑒_𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛_𝑝𝑟𝑜𝑏 ∗ (1 − 𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟_𝑝𝑟𝑜𝑏)                   (9) 

4. Results and analysis 

4.1. Dataset for Fake New Detection:  
In this work for training and validating the model, FakeNewsNet dataset provided by Shu et al.[26] is used. 
FakeNewsNet is one of the very few datasets that provide multimodal information about a news on social 
media. The news is collected from fact checking websites like PolitiFact and GossipCop This multimodal 
information includes news title and news body, image related to the news and other social context and meta 
data about the post.  

4.2.  Manual Designed HDLM for Fake News Detection: 
As mentioned in the previous section, this work is about optimizing a HDLM in the context of fake news 
detection. Table 3 presents manually designed architecture details of the HDLM along with trainable 
parameters in the sub-models. 

 
Modality /Mechanism Sub-model Trainable parameters 

Text Fixed BERT followed by LSTM 
and dense layer 

399312 

Image Convolutional Neural Network 
with four consecutive 
convolution and max pooling 
layers followed by dense layers. 

9678528 

Social Context Two-layer perceptron model. 530944 

Attention unit Scale dot product attention with 
concatenation 

98496 

Downsampling  Dense layer  12352 

Total Trainable parameters 10719632 

Table 3. Total Trainable parameters of HDLM 
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4.3. Experimental Results 
This section presents the detailed implementation of the proposed DLECA. The proposed DLECA is used to 
optimize the HDLM. The performance of DLECA is compared against the traditional GA, Bayesian optimizer 
and random walk. 

4.3.1. Experimental setup 

The proposed work was implemented using Google Colab Pro subscription, with hardware accelerators like 
high-performance GPUs (L4 GPU, A100 GPU) and TPUs (v2-8 TPU) along with high RAM configurations. 
Distributed Evolutionary Algorithms in Python (DEAP) library in python was used for performing operations 
involved in GA. This robust setup ensures efficient handling of memory-intensive tasks and speed up the 
execution. 

4.3.2. Parameter configuration 

Table 4 provides a comprehensive list of parameters and their assigned values required for implementing the 
DLECA. These values have been carefully determined by reviewing existing literature and selecting those that 
best support the optimization objectives of the proposed method. 

 
Parameters Values  

Population Size 20 

Selection technique Tournament selection 

Crossover technique Two-point crossover 

Mutation technique Uniform mutation 

Generations 10 

Stopping criteria Specified generations are reached. 

Table 4. Parameter setting for DLECA 

4.3.3. Performance Evaluation 

Here, we present performance comparison of the proposed DLECA method and traditional GA with proposed 
fitness with manual parameter settings and other existing optimization algorithms from the literature 
[12][13]. We further present the best architectures identified by each algorithm, which are then integrated 
into the HDLM and trained on the FakeNewNet dataset. The results are evaluated by comparing the percentage 
of model compression and the percentage change in accuracy for each optimized architecture against the 
original manually tuned model. Additionally, we provide performance metrics and confusion matrix for each 
architecture. 
To analyze the performance of the proposed DLECA, various performance plots such as the convergence plot, 
average fitness plot, population diversity plot, and crossover and mutation rate plots are presented. The 
convergence plot from figure 4,5 demonstrates that, compared to traditional GA with proposed fitness, the 
proposed DLECA algorithm tends to converge quickly, typically after just 8 generations. Additionally, the 
difference between the fitness of the best individual found by DLECA and that found by traditional GA with 
proposed fitness is substantial, highlighting the superior optimization capability of DLECA.  
Figure 6 presents the diversity plots for the traditional GA with proposed fitness and optimized DLECA. 
Diversity plots visualize the diversity of population solutions in each generation. In the work, the diversity of 
the population for each generation is calculated based on the Euclidean distance between pairs of solution’s 
parameter values. Then an average of all the Euclidean distance is taken to calculate the final diversity 
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measure of population. The diversity values are then plotted against the generations to visualize diversity of 
population in each generation.  
Diversity plots provide valuable insights, higher the values indicate more diversity among the individuals in 
population.  From the plot of figure 6 it is evident that the individuals in each generation of the DLECA are 
more diverse compared to those in traditional GA, suggesting that the algorithm performs better exploration 
of the solution space and providing a solution without premature convergence. 
Figure 7 illustrates the crossover and mutation probability plots throughout the evolutionary process. The 
algorithm starts with high initial crossover probability of 0.8 and low initial mutation probability of 0.5. 
Initially, as the population is randomly generated, the crossover and mutation probabilities are high indicating 
the exploration. As the generations progress and the fitness of the population improves, the algorithm shifts 
towards exploitation by increasing the crossover probability. The plots clearly demonstrate this transition, 
showing a high mutation rate in the early stages of DLECA and higher crossover probability in later stages. 

 

 

Figure 4. Convergence plot and Average Fitness Plot for traditional GA with Proposed Fitness(Left to right) . 

 

Figure 5. Convergence plot and Average Fitness Plot for Proposed DLECA (Left to right) 
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Figure 6. The Diversity Plot for the proposed approaches 

 

Figure 7. The crossover and mutation probability rate plot for DLECA. 

Table 5 presents the optimized best solutions produced by the proposed DLECA and traditional GA using the 
proposed fitness function. The model1 is the best HDLM architecture given by DLECA and model 2 is best 
HDLM architecture given by traditional GA. The table5 details the structure of feature extractors within the 
HDLM, including output shapes of each layer and the number of trainable parameters for each extractor. 
Additionally, it summarizes the total trainable parameters in HDLM and highlights the accuracy and 
compression ratio achieved by the optimized architecture.  

4.3.4. Result Analysis 

In this section, we provide a detailed analysis of the two best HDLM architectures generated by the proposed 
techniques. Additionally, we compare the performance of these techniques against traditional optimization 
algorithms found in the literature. The optimized solutions from Table 5 are integrated into the HDLM, which 
is then trained and validated on the FakeNewsNet dataset. Table 6 presents the performance of the two 
models, evaluated in terms of accuracy, confusion matrix, precision, recall, and F1 score. The table 6 also 
shows the percentage improvement in accuracy and the percentage reduction in model parameters compared 
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to the base model architecture detailed in Table 3. Equation (10) presents the formula used to calculate the 
percentage improvement in both model compression and accuracy. 

 
% 𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 =

𝑣𝑎𝑙𝑢𝑒𝑏𝑒𝑓𝑜𝑟𝑒  − 𝑉𝑎𝑙𝑢𝑒𝑎𝑓𝑡𝑒𝑟

|𝑣𝑎𝑙𝑢𝑒𝑏𝑒𝑓𝑜𝑟𝑒|
 × 100                                  (10) 

 

Mode
l 

Best 
Individu
al 

Architecture output shape Trainable 
parameter
s 

Total 
Parameter
s 

Accuracy Compres
sion 
ratio 

1 [11,45,4
7,43,39,
32,23,16
,22,36] 

lstm_layer  
dropout 
dense_1 

(none,11) (none,11) 
(none,47) 

34320 
0 
564 

34884 91.59 46.43 

con2d_1 
con2d_2 
con2d_3 
con2d_4 
dense_2 

(none,222,222,43) 
(none,109,109,39) 
(none,52,52,32) 
(none,24,24,23)  
(none,47) 

1204 
15132 
11264 
6647 
155711 

189958 

dense_3 
dense_4 

(none,16) (none,47) 96 
799 

895 

output_dimens
ion1 dense_5 

(none,22) (none,36) 2618 
828 

3446 

2 [25, 27, 
128, 16, 
16, 32, 
16, 32, 
16, 70] 

lstm_layer  
dropout 
dense_1 

(none,25) (none,25) 
(none,128) 

79400  
0 
 3328 

82728 91.48 26.81 

con2d_1 
con2d_2 
con2d_3 
con2d_4 
dense_2 

(none,222,222,16) 
(none,109,109,16) 
(none,52,52,32) 
(none,24,24,16)  
(none,128) 

448  
2320 4640 
4624 
295040 

307072 

dense_3 
dense_4 

(none,32) (none,128) 192  
4224 

4416 

output_dimens
ion1 dense_5 

(none,16) (none,70) 4400 1190 5590 

Table 5. Best solutions provided by DLECA and Traditional GA 

Model 1, created using the best configuration from the proposed DLECA, achieves a significant compression 
rate of 97.86%, indicating a 97.86% reduction in trainable parameters in the optimized architecture, while 
also slightly improving the accuracy by 0.34%. In contrast, Model 2, the best configuration from the 
traditional GA with the proposed fitness function, achieves a compression rate of 96.23% but provides a 
slightly less accuracy improvement of 0.23% and the highest precision of 90.79%. 
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Model Percentage 
Improvement in 
Accuracy 

Percentage reduction in 
model parameters 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 Score 
(%) 

1 0.34 97.86% 91.59 89.67 92.94 91.27 

2 0.23 96.24% 91.48 90.79 91.24 91.01 

Table 6. Performance analysis of best solutions 

The confusion matrix for both the models are shown in figure 8 and figure 9. The confusion matrix is presented 
to provide a clearer understanding of the model’s performance at the individual instance level. It is evident 
that the true positives (TPs) and true negatives (TNs) are significantly higher than the false negatives (FNs) 
and false positives (FPs), highlighting the model's high accuracy. Additionally, the model demonstrates a 
balanced performance, as reflected in the consistent values of TPs and TNs, indicating it is not biased towards 
a particular class. 

FNs, which represent fake news instances misclassified as real, are minimal, resulting in a low false-
negative rate and high recall. Similarly, FPs, where real news is misclassified as fake, are also low, leading to 
a low false-positive rate and reinforcing the model's precision. 

This pattern is consistently observed in both confusion matrices, confirming that the model achieves an 
unbiased performance with strong precision and recall metrics. 

 

 

Figure 8. Performance plots and confusion matrix for HDLM through DLECA 

 

Figure 9. Performance plots and confusion matrix of traditional GA with proposed fitness 
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4.3.5. Comparative Analysis of proposed techniques 

In this section, we present a comparative analysis of the proposed DLECA and traditional GA with the 
proposed fitness function against classical optimization algorithms from the literature. Additionally, we 
evaluate the performance of these approaches against the manual trial-and-error technique commonly used 
for hyperparameter selection. 

1. Random Walk Optimization: 
Random Walk optimization is a well-known method for hyperparameter optimization[12], particularly 

known for its simplicity and effectiveness in large and complex hyperparameter spaces. In this work, the 
algorithm starts by defining a search space like the population initialization phase of DLECA. Then an initial 
set of hyperparameters are chosen randomly from the search space. The performance of the HDLM is evaluated 
using these initial hyperparameters which will be considered as baseline performance. Random walk then 
iteratively introduces random perturbations to these hyperparameters, evaluating the model's performance 
after each perturbation. If the performance improves, the current set of hyperparameters is considered as the 
new baseline, and the process continues until the specified iterations is completed. 

The performance of the HDLM using the best solution provided by Random Walk optimization is 
presented in the table7. The Random Walk algorithm achieved an F1 score of 82.33%, demonstrating its 
ability to find reasonable hyperparameter settings in a relatively straightforward manner. 

The random search is implemented using talos library, the hyperparameter search space is same as that 
used for DLECA and the number of iterations was fixed to 10. 

2. Bayesian optimization (BO): 
Bayesian optimization is a powerful method for hyperparameter optimization. The algorithm starts by 

defining an objective function which in current work is same as the proposed fitness function. It then evaluates 
the objective function using random hyperparameter set values. Gaussian process(GP) models is then built to 
understand the performance over hyper parameters. Further an acquisition function would suggest new hyper 
parameter values to improve the performance. The process continues till maximum number of evaluations 
are done. 

In this work, scikit-optimize library (skopt) in Python is used, the performance of the HDLM with the 
hyperparameter set provided by Bayesian optimization process is shown in table 7. The model achieved an 
F1 score of 83.76%. 

DLECA outperforms other optimization methods like random walk and bayesian optimization because it 
dynamically adjusts the crossover and mutation probabilities based on the population’s fitness. This adaptive 
approach enables DLECA to explore diverse solutions in the early stages and focus on refining high quality 
solutions later in the process. In contrast random walk explore the search space more randomly which often 
leading to suboptimal results while bayesian lacks flexibility to dynamically adjust based on population 
fitness. 

Beyond fake news detection, this approach can be generalizable to any domain where deep learning 
models are used and lightweight architectures are needed. The hyperparameters targeted in this study like 
learning rate, dropout, and layer dimensions are fundamental to any deep learning model, making DLECA 
applicable to various multimodal tasks. In future we would like to experiment to ensure the adaptability of 
the algorithm to compress models in diverse use cases without compromising on accuracy. 

 

Sr. No. Algorithm Accuracy Precision Recall F1 Score 

1 Random Walk 85.44 84.56 80.22 82.33 

2 Bayesian Optimization 86.22 85.12 82.45 83.76 

3 Manually Setting of hyper parameters. 91.25 89.59 92.21 90.88 

2 DLECA with fixed crossover and mutation 91.48 90.79 91.24 91.01 

3 DLECA with adaptive crossover and mutation 91.59 89.67 92.94 91.27 

Table 7. Comparative Analysis of proposed technique against other optimization techniques 
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5. Conclusion 
Multimodal fake news detection is a critical challenge in today’s digital world, as misinformation spreads 
across various media formats. A common approach to tackling this issue involves designing hierarchical deep 
learning models that capture features from all available modalities, such as text, images, and social context. 
However, these resultant multimodal models tend to be highly complex, making them resource-intensive to 
train and deploy. In this work, we aimed to reduce the complexity of such hierarchical deep learning models 
using an innovative approach based on evolutionary computing. 

We introduced DLECA, which employs a customized fitness function along with adaptive crossover and 
mutation strategies. The fitness function is specifically designed to minimize the number of trainable 
parameters in the hierarchical deep learning model without compromising its accuracy. The adaptive 
crossover and mutation strategies dynamically adjust the crossover and mutation probabilities based on the 
current state of the population. 

The proposed DLECA achieved significant results, providing a best solution that reduced the model size 
by an impressive 97.86% while maintaining, and even slightly improving, model accuracy. We also tested a 
variation of the DLECA with fixed crossover and mutation rates, which resulted in a model compression of 
96.24% with a comparable improvement in accuracy. Both approaches demonstrated a performance 
enhancement, with accuracy improvements of 0.34% and 0.23%, respectively. 

Furthermore, the proposed DLECA is compared against other optimization techniques, including random 
walk, bayesian optimization, and manual hyperparameter tuning. The DLECA outperformed all these 
methods, highlighting its efficacy in optimizing complex models. Given the resource constraints, this study 
was conducted over 10 generations; however, in future will explore running the approach for more 
generations and leveraging multiprocessing environments to evaluate the fitness of individuals in the 
population simultaneously. 

The proposed DLECA not only provides a powerful tool for optimizing hierarchical deep learning models 
in multimodal fake news detection but also offers potential for broader applications where model architecture 
and accuracy are critical. 
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